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Abstract: Laparoscopic images usually suffer image degradation due to smoking, insufficient 

illumination, specularity, and limited fields of view. Computer-assisted restoration algorithms have 

been developed to tackle this problem, whose performance needs to be assessed through a mechanism 

of image quality evaluation. In this study, we will briefly exam several image quality assessment 

technologies that have been utilized in the process of laparoscopic image restoration. 

Keywords: Image quality assessment, Non-Reference IQA, Full-Reference IQA, Laparoscopic images  

1. Introduction to Laparoscopic Image Quality Assessment 

Laparoscopic images usually suffer deterioration from specularity, insufficient illuminations, 

smoking, and limited fields of view. This phenomenon is termed image degradation. Various 

computer-assisted interventions have been developed to address this issue by restoring image quality to 

its original state, a process known as image restoration.  

Researchers developed a wide range of techniques known as Image Quality Assessment (IQA) to 

evaluate the performance of restoration algorithms, including subjective and objective evaluation. The 

subjective evaluation method employs humans to conduct an individual-based image assessment, 

similar to those used in psychology or sociology. The objective evaluation method's goal is to develop a 

computer algorithm for investigating image quality that is based on fundamental principles of digital 

image processing. 

 
(a)                             (b) 

Figure 1: Clean laparoscopic image (a) and deteriorated image (b) selected from dataset Cholec80 

[1]. 

2. Introduction to Image Quality Assessment 

Image Quality Assessment (IQAs), a subcategory objective evaluation, aims to construct 

computational models that can achieve reliable automation and accurate image quality prediction. The 

projected scores should be close to the average human observer in various settings and distortion types.  

There are three different types of IQAs, Full-Reference IQA (FR-IQA), Reduce-Reference IQA 



International Journal of Frontiers in Medicine 

ISSN 2706-6819 Vol.4, Issue 1: 1-6, DOI: 10.25236/IJFM.2022.040101 

Published by Francis Academic Press, UK 

-2- 

(RR-IQA), and Non-Reference IQA (NR-IQA). FR-IQA requires all information of the reference image 

for one-to-one comparison and scoring at the pixel value level, which provides good accuracy. 

However, the reference image is difficult to obtain; NR-IQA analyzes image quality directly through 

the algorithm, which is more flexible in applications. For comparison and scoring, RR-IQA requires 

some statistical properties of the reference image, which has the advantage of requiring a limited 

quantity of data in practical applications.  

In the study of laparoscopic image restoration, researchers developed numerous image evaluation 

approaches. This paper will not be able to cover all of these strategies. As a result, we've selected a 

number of representative samples of methods to highlight. In the following sections, we will review 

several Full-Reference methods and Non-Reference methods that have been mentioned in the research 

of laparoscopic image assessment in recent years.  

3. Taxonomy of IQAs 

3.1. FR-IQA 

To assess the laparoscopic images, Full-Reference techniques are used to measure the difference 

between the referred image and the degraded image. FR-IQA compares the quality of the distorted 

image to the original, which is thought to be an undistorted version of the same image. The deviation of 

the distorted image from the reference image is used to calculate the amount of distortion.  

As can be seen, the authors of [5-9] utilize NR-IQA algorithms to evaluate the efficacy of the 

degradation recovery system in their research. Some of the applied methods are listed below.   

3.1.1. Mean Square Error (MSE) 

Mean square error is calculated between the degraded image and the input image. It is computed by 

the following equation. 

MSE =
1

MN
∑ ∑ ((C(x, y) − (C∗(x, y))2)N−1

1
M−1
1                           (1) 

Here M and N are the apex and broadness of the input image. 𝐶(𝑥, 𝑦) and 𝐶∗(𝑥, 𝑦) are restored 

image and original image. The higher the value of MSE, the lower quality of the image is obtained.  

3.1.2. Peak Signal-to-Noise Ratio (PSNR) 

PSNR is calculated with respect to the input image and hazy image. It is given by 

PSNR = 10log(2552/MSE)                                    (2) 

The higher the value of PSNR, the better the image quality is.  

3.1.3. Structural Similarity Index Measure 

The drawback of MSE and PSNR is that only pixel-to-pixel variability is calculated, not accounting 

for human eyes' subjective perception of image quality. As a result, researchers proposed a novel 

method called Structural Similarity Index Measure (SSIM) [17], which measures the structural 

similarity between the reference image and the degraded image. It is inspired by the fact that the core 

functionality of human eyes is to extract structural information in the Field-of-View (FOV) and are 

highly adaptive to changes in the structure of the signal in the FOV. 

SSIM is a perceptual image similarity metric that was proposed to increase the correlation with 

subjective evaluation. It is defined as:  

𝑆𝑆𝐼𝑀(𝑥, 𝑦) = (𝑙(𝑥, 𝑦))𝛼(𝑐(𝑥, 𝑦))𝛽(𝑠(𝑥, 𝑦))𝛾                     (3)  

In which l(x, y) =
2μAμB+C1

μA
2+μB

2+C1
, c(x, y) =

2σAσB+C2

σA
2+σB

2+C2
, s(x, y) =

σAB+C3

σAσB+C3
, the simplified version of 

equation (3) proposed by Wang [17] 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝐴𝜇𝐵+𝐶1)(2𝜎𝐴𝐵+𝐶2)

(𝜇𝐴
2+𝜇𝐵

2+𝐶1)(𝜎𝐴
2+𝜎𝐵

2+𝐶2)
                         (4) 

Where μA, μB and μABare mean and variance of images A and B correspondingly, while σAB is 

the covariance of the images. 
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3.2. NR-IQA 

Different from that of FR-IQA, NR-IQA algorithms provide the quality assessment of a 

laparoscopic image without a reference image or its features. Due to the absence of a reference image, 

one needs to build statistical models of the reference laparoscopic image, the effect of distortions, and 

the nature of the human visual system without supervision. 

Researchers employed different NR-IQA methodologies to evaluate the quality of the recovered 

images in their studies [10-16]. Table 1 presents various assessment techniques that have been utilized 

in the process of image evaluation in terms of laparoscopic images analysis, as well as the comparison 

between these IQAs. We will review several of these methods in representative ways. 

3.2.1. Natural Scene Statistics (NSS) 

Natural Scene Statistics refers to the distribution of pixel intensities of natural images that deviate 

from distorted images. Pixel intensities of natural images follow a Gaussian Distribution after 

normalization, while unnatural or distorted ones do not. This difference in distributions is much more 

noticeable when we normalize pixel intensities and compute the distribution over these normalized 

intensities. Therefore, the deviation of the distribution from an ideal bell curve could measure the 

amount of distortion in the image. 

3.2.2. Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) 

BRISQUE is an NR-IQA method that employs four phases sequentially, which are extracting NSS, 

constructing feature vectors, and predicting using SVR. A. Mittal et al. [19] proposed the technique 

2012. BRISQUE is statistically better than PSNR and SSIM and is highly competitive for all 

present-day distortion-generic NR-IQA algorithms. Not only that, low computational complexity makes 

it well suited for real-time applications.  

          
(a)                               (b) 

         
(c)                               (d) 

Figure 2: Natural image v.s. artificial image in terms of Gaussianity. (a) natural image, (b) artificial 

image, (c) Normalized luminance coefficients follow a nearly Gaussian distribution for (a), (d) the 

characteristic described in (c) does not hold true for the empirical distribution of (b) 

3.2.3. Contrast-Changed Image Quality Assessment (CEIQA)  

CEIQA assesses the quality of contrast changed images using histogram equalization from two 

aspects: image similarity and histogram-based entropy and cross-entropy. It constructs a framework 

that uses SSIM as the first feature to calculate the similarity of the original and augmented images. It 

starts by equalizing the histograms to create a better result, then computing the histogram-based 

entropy and cross-entropy between the original and enhanced ones. Finally, it learns to use a regression 

module to combine the five previously shown features to calculate the quality score. 
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Figure 3: Feature extraction flowchart of CEIAQ [18]. 

3.2.4. Natural Image Quality Evaluator (NIQE) 

Natural Image Quality Evaluator (NIQE) [22] is an image quality metric based on the NSS model in 

the spatial domain. In this method, the image is first subjected to local mean removal and divisive 

normalization, followed by calculating the local mean deviation. The distance of the Gaussian curve of 

NSS features of test images to natural images estimates image quality. 

3.2.5. Just Noticeable Blur Metric (JNBM) 

The human visual system (HVS) has a critical blur threshold during the detection of edge blur, 

which is called Just Noticeable Blur (JNB) [21]. While the blur recognition degree of HVS is subjective, 

the objective blur thresholds JNBs are determined by the local contrast. The JNB is the minimum value 

corresponding to the perceived blurring of the local edges of the image, provided that it is higher than 

the JND contrast. The Just Noticeable Difference (JND) is the minimum stimulus intensity value that 

can change sensory experience given the relative background intensity. The minimum contrast enables 

a standard observer to detect a change in intensity. 

In the process of calculating JNB, the width and contrast of edge pixels are estimated to give the 

blur probability of that pixel; in addition, the blur evaluation of HVS is approximated using salient 

edge pixels; finally, the Cumulative Probability of Blur Detection (CPBD) is used to obtain the blur 

quality score. 

4. Conclusion 

Making assessments of degraded laparoscopic images is a challenging task. Researchers have 

developed various computational models to tackle this issue, categorized as FR-IQA and NR-IQA. We 

briefly reviewed some of the most popular techniques in this area and compared them to provide a clear 

picture of this research area. 
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Table 1: Comparison between different IQAs 
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