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Abstract: In order to study whether the global temperature warms and the biggest factors affecting 
temperature change, this paper collects the global average temperature from 1900 to 2022, sets up an 
experimental group and a control group to train three types of grey prediction models to select the optimal 
model, selects the metabolic type and analyzes the error, and uses the least squares method to fill in the 
difference to achieve future temperature prediction, and judges whether the future temperature warms by 
comparing the century temperature growth rate. Then, the least squares method, multiple linear 
regression and comprehensive evaluation were used to analyze the influence between natural and 
regional factors and temperature change, and the influence factors of natural and human factors on 
temperature change were calculated by grey correlation to determine the maximum influencing factors. 
The results show that the temperature growth rate in the 20th century is 1.0412, and the temperature 
growth rate in the 21st century is 1.0958 higher than that of 0.0546 in the 20th century, so the global 
temperature will warm in the future; the biggest factor affecting global warming is "forest area", with an 
impact coefficient of 0.9376. 

Keywords: temperature change, grey prediction, least squares, grey correlation, comprehensive 
evaluation system 

1. Introduction 

‘Global warming’ is a phrase that refers to the effect on the climate of human activities, in particular 
the burning of fossil fuels (coal, oil and gas) and large-scale deforestation [1].  

The rainfall distribution might change and the frequency of severe weather events, such as hurricanes 
and typhoons, might increase [2]. A common view is that the current global warming rate will continue 
or accelerate [3]. In this paper, mathematical models such as grey predictions are used to analyze whether 
the climate is warming and the biggest factors contributing to warming. 

2. Materials and methods 

2.1 Data 

Through to the Berkeley earth data page (http://berkeleyearth.org/data/) search, it can know that the 
average global temperature data from 2019 to 2022 and the factors influencing the temperature of the 
data. The statistical table of natural and man-made disasters (only earthquakes, volcanoes, storms, floods 
and forest areas are used in this paper).  

The statistical histogram is shown in Figure 1 and Figure 2 below: 
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Figure 1: Natural Disaster and Average Temperature Visual Chart 2019-2022 

 
Figure 2: Human Factors Statistics Chart 2019-2022 

The natural disasters covered in this article are all from the Global Assessment of Natural Disasters 
from 2019 to 2022. 

2.2 Method introduction 

2.2.1 Grey forecast 

The GM(1,1) model uses the original discrete non-negative data column, generates a new discrete 
data column that weakens randomness and is more regular by accumulation, and obtains the solution at 
the discrete point through differential equations, and accumulates to generate an approximation of the 
original data. This article is recorded ( ) ( ) ( ) ( ) ( ) ( ) ( )( )0 0 0 01 , 2 , ,T T T T n=  as the original temperature 

data column; A new column of data generated ( ) ( ) ( ) ( ) ( ) ( ) ( )( )1 1 1 11 , 2 , ,T T T T n=   for one accumulation; 

Generates a series for the ( )1z immediate mean of the series ( )1T , for 

( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 11 1 , 2,3, , 0.5z m T m T m m nδ δ δ= + − − = = ;  

The basic morphology of the GM(1,1) model, ( ) ( ) ( ) ( )0 1T k az k b+ = where b represents the grey 
action and a represents the development coefficient, and then the matrix form: 

( )

( ) ( )
( ) ( )

( ) ( )

( ) ( )
( ) ( )

( ) ( )

0 1

0 1

0

2 2 1

3 3 1
, , ,

1

T

n

T z

T z
u a b Y B

T n z n

   −
   

−   
= = =   

   
   −   

  

    (1) 

It can be expressed as using the least squares method to calculate the ( ) ( ) ( ) ( )0 1T k az k b+ =  Y Bµ=

estimates of parameters a and b and use the whitening equation 
( ) ( )


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= − +  to obtain the 

final expression of the GM(1,1) model: 
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When making predictions on raw data, you only need to be satisfied m n≥  

2.2.2 Least squares method (OLS) 

In least squares, the fitted value is denoted as i iy kx b= + . The following conditions ,k b make the 
regression coefficients more precise:  
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In order to ensure the minimum error, it is only necessary to ensure that the loss function value is 

small, and 0L
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 .The solution expression of the least squares coefficient can be completed. 

2.2.3 Multiple linear regression  

Multiple regression analysis (MR) is a highly flexible system for examining the relationship of a 
collection of independent variables (or predictors) to a single dependent variable (or criterion) [4]. 
Exploring the correlation between global temperature and various influencing factors is a multi-input and 
single output problem. Relevant characteristic indicators can include volcanic eruptions, COVID-19 
epidemic, and so on. It is difficult to directly explore the correlation between them. Therefore, we use 
multiple linear regression to solve the problem. 

The established model is: 
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    (4) 

2.2.4 Grey Relation Analysis 

Grey Relation Analysis (GRA) is a multivariate statistical analysis method. The GRA models 
developed from the models based on relation coefficients of each point in the sequences in early days to 
the generalized GRA models based on integral or overall perspective [5]. This concept is relative to the 
white system and the black system. 

Set four years of earthquakes, volcanoes, storms and floods as independent variables 1,..., nx x ,and 
be recorded as X, and set the maximum temperature for four years to 1,..., nt t ,recorded as T. From this, 
it can be concluded that: 

[ ]1 2 3 4 5, , , ,X x x x x x=     (5) 

[ ]1 2 3 4 5, , , ,T t t t t t=     (6) 

After that, preprocess the data, forward it and calculate the average value: 

If the forward matrix isω , then:  
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Where χ  is the minimum difference between two poles, τ  is the maximum difference between two 
poles, and ρ  is the resolution coefficient 
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0min min ( ) ( )ii k
x k x kχ = −     (8) 

0max max ( ) ( )ii k
x k x kτ = −     (9) 

If ( )0 , iy x x  is defined as grey correlation degree, then: 

( ) ( )0 0
1

1, ( ), ( )
n

i i
k

y x x y x k x k
n =

= ∑     (10) 

3. Model building and solving (results and analysis process) 

3.1 Quasi-exponential law test on the data 

The data that pass the quasi-exponential law test can be applied to the grey prediction model, so it is 
necessary to perform the quasi-exponential law test on the data first, and draw the global annual average 
temperature sequence plot as shown in Figure 3: 

 
Figure 3: Time series plot of global mean temperature and year from 1900 to 2022 

Data series that accumulate r times ( )1T  is ( )
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, and the higher the proportion, the better the quasi-exponential law of the 

model. Using this principle, the relationship between the smoothness and year of the raw data is generated 
with the help of MATLAB as shown in Figure 4 below.  

 
Figure 4: Relationship between the year and the smoothness ratio of the original data 
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This model can assume that when the proportion of data with a smoothness ratio of less than 0.5 of 
the original data is greater than 90%, the data passes the quasi-exponential law test. The proportion of 
data with a smoothness ratio less than 0.5 in the temperature data column was 99.15%, which could be 
considered to pass the quasi-exponential law test and conform to GM(1,1). Model usage conditions.  

3.2 Selection and accuracy analysis of three types of grey prediction models 

The model established by the original data series is the traditional all-data grey prediction model

( )1,1GM . The model ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )0 0 0 0 01 , 2 , , , 1T T T T n T n= +
established by the data column is 

the new information grey prediction model; Data column the model 
( ) ( ) ( ) ( ) ( ) ( ) ( )( )0 0 0 02 , , , 1T T T n T n= +

 established is a metabolic grey prediction model. The 

prediction effect of the three types of grey prediction models is different, so you need to set up indicators 
and choose the best prediction model.  

Divide the temperature data into a training group and a test group. The training group is 1900-2013 
temperature data, the test group is the predicted temperature data of the corresponding year, and the 
accuracy of the three models is compared through training, and the training result is shown in Figure 5 
below.  

 
Figure 5: Fitted values of the test group of Class 3 GM(1,1) models 

From the training results, it can be seen that the temperature data trained by the metabolic GM (1,1) 
model is more in line with the original data, and the sum of squared errors is 0.66472. This model is more 
appropriate for future temperature projections. Then, for the selected metabolic GM(1,1) model, the 
training results were analyzed by residual test and cascade error as shown in Figure 4 below, and the 

results were 0.84% and 0.59%, respectively , the mean relative residual rε and mean grade ratio 

deviation ( )kη are calculated as follows: 
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It is generally believed that when the mean relative residual rε and mean grade ratio deviation is 

less than 1 ( )kη 0%, the model fits the original data very well. Therefore, the results show that the 
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training effect of the model on temperature data is very good. Figure 6 below shows: 

 
Figure 6: Residual test and error analysis of metabolic GM(1,1) model 

3.3 Projections of future global temperatures 

After analysis, the training value of the metabolic GM(1,1) model has a certain error, then the least 
squares method needs to be used to determine the error range, and the predicted temperature value plus 
the difference is the true temperature of the predicted year. Using least squares for the training group data 
yields k = 0.0072, b=0.0074, regression sum of squares SSR = 6.3245, and sum of error squares SSE 
=2.5791, sum of population squares SST= 11.2497, goodness-of-fit 2  0.5622R = ; 

Analysis of Figure 7 shows that the average temperature difference between the fitted value and the 
training value is 0.2296, and the temperature value of 2100 years is predicted by this method to be 15.79 
degrees Celsius, and the temperature growth rate in the 20th century is calculated as 1.0412; The 
temperature growth rate in the 2nd century was 1.0958, higher than 0.0546 in the 20th century. Therefore, 
the global temperature will warm in the future.  

 
Figure 7: Comparison of fitted values with training data 
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3.4 Study on the effect of regionalism on temperature 

First of all, the data will be visually analyzed, the 100-year global average temperature as the research 
object, through the MATLAB software to establish a heat map to make the annual time and temperature 
change relationship more intuitive, to 10 years of analysis, blue represents the temperature, the darker 
the color represents the higher the temperature, the lighter the color represents the lower the temperature. 
Figure 8 and Figure 9 are shown below: 

 
Figure 8: Visual plot of 1900-1950 time change with temperature 

 
Figure 9: Visual plot of 1950-2000 time change with temperature 

Our group conducts research on continents, which are divided into six regions: Asia, Europe, North 
America, South America, Africa and Oceania. We do not consider and analyze Antarctica. We establish 
a comprehensive evaluation model system between time, continent and temperature to explore the 
relationship between temperature and continent. 

The comprehensive evaluation equation is established as follows: 

 The temperature increase is recorded as the temperature addition value, which is recorded as T 

 Time is recorded as DY in 10 years 

 The time related change value of temperature in a continent is recorded as Z 

The survey data can be obtained as shown in Table 1 of the following table: 
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Table 1: Data for each decade by geography 

Every ten 
years: DY 

Asia Europe North America South America Oceania Africa 

10 0.08 0.07 0.06 0.02 0.05 0.01 
20 0.05 0.09 0.05 0.04 0.01 0.02 
30 0.03 0.04 0.04 0.07 0.09 0.04 
40 0.09 0.08 0.09 0.05 0.08 0.05 
50 0.12 0.11 0.10 0.11 0.09 0.08 
60 0.15 0.12 0.11 0.12 0.08 0.10 
70 0.16 0.13 0.16 0.10 0.16 0.11 
80 0.19 0.22 0.15 0.23 0.19 0.15 
90 0.2 0.23 0.26 0.19 0.23 0.17 
100 0.21 0.24 0.31 0.28 0.20 0.20 

Z DY T= ∗ (13) 

Calculate Z as shown in Table 2 of the following table: 

Table 2: Calculation results for different regions 

continent Z 
Asia 81.7 

Europe 91 
North America 95.6 
South America 88.9 

Oceania 83 
Africa 68.7 

It can be seen from the above that, regardless of population mobility and special circumstances, our 
group found that with the change of the time unit of 10 years, in the areas with denser population or more 
developed technology and industry, the temperature rises faster. Our group can think that the region and 
temperature show a correlation change in the unit of 10 years. 

3.5 The study of multiple factors affecting temperature by grey correlation and multiple linear 
regression 

The goodness of fit is 2 0.9883R = ,There are graphs available, and the fitting results are not too 
different. And the regression model is available as a whole. Therefore, the final expression is as follows: 

1 2 3 4 5 1 3 4( , , , , ) 1.7029 0.4213 0.9833 0.1875y f x x x x x x x x= = − − −  

That is, these natural disaster factors (earthquakes, volcanic eruptions, storms, floods) and human 
factors will have an impact on global warming. 

And using MATLAB to solve, we can get: 

1) The normalized image of the table (The final figure is shown in Figure 10 below): 

 
Figure 10: The normalized image 



Academic Journal of Environment & Earth Science 
ISSN 2616-5872 Vol.5, Issue 3: 21-29, DOI: 10.25236/AJEE.2023.050304 

Published by Francis Academic Press, UK 
-29- 

2) Grey incidence image (The final figure is shown in Figure 11 below): 

 
Figure 11: Grey incidence 

Through MATLAB code calculation, we can easily find that Forest area is the biggest factor causing 
global warming, followed by storm, flood, earthquake and volcano. The influencing factor of forest area 
is 0.9376, and the impact factors of earthquakes, volcanoes, storms and floods are 0.6829, 0.5928, 0.9142 
and 0.9131, respectively.  

4. Conclusion 

The forecast temperature in 2100 is 15.79 °C, an increase of 1.38 °C compared to 2000 temperatures; 
The temperature growth rate in the 21st century is higher than that of 0.0546 in the 20th century, and the 
global temperature will warm in the future. Both natural factors (including time, volcanic factors) and 
human factors (this article lists the forest area as a factor) can affect global warming, and the most 
influential is forest area. 
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