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Abstract: Lung cancer has traditionally exhibited high incidence and mortality rates, making the early 
detection and treatment of the disease essential in reducing mortality rates. We present a new network 
design to enhance the separation of lung nodules in CT lung images. The design reduces the problem of 
missed or incorrect segmentation due to unclear nodule morphology, varying shapes, and attachment to 
the pleura. In this paper, the V-Net serves as the foundation network, paired with a multi-scale feature 
network to enhance the original's leap connections. Two distinct attention mechanism modules are 
integrated into the network encoding and decoding for increased feature extraction of lung nodules. The 
Log-Cosh Dice Loss replaces the original loss function to address the issue of non-convexity in the Dice 
loss function. Additionally, the lung 3D images are cropped to resolve the problem of imbalanced 
distribution of positive and negative samples within lung CT images. We evaluated the performance of 
the model on the LUNA16 dataset. The evaluation results demonstrate the superiority of the model. We 
observed objective improvements compared to the initial network; 6.9% improvement in DSC values, 
11.5% improvement in MIoU values, 8.5% improvement in accuracy and 99.8% pixel accuracy. This 
method has been found to effectively prevent missed lung nodules and produce satisfactory segmentation 
results. 
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1. Introduction 

The lung cancer has always been one of diseases with the highest incidence and mortality among 
cancer disease, with over two million lung cancer cases (11.4% of all new cancers) and over one million 
deaths from lung cancer (18.0% of all cancer deaths) worldwide in 2020[1]. The key to reducing lung 
cancer mortality is to be able to detect and treat lung cancer in its early stages[2]. Pulmonary nodules are 
prominent in the early stage of lung cancer, and the size, type and location of pulmonary nodules are 
important predictors of the severity of lung cancer[3].  

Currently, low-dose computed tomography (LDCT) of the chest is the most commonly used method 
for lung cancer screening, which results in a significant increase in the detection rate of lung nodules and 
provides a large sample of image data for lung nodule studies[4]. However, the manual detection of a large 
amount of CT image data is not only time-consuming, but also prone to errors due to false positives. In 
this context, automatic segmentation of lung nodules has significant research implications for assisting 
doctors in the diagnosis of lung cancer. Deep neural networks can be trained with big data and can 
automatically learn and extract features from the image data input to the network, eventually achieving 
automatic segmentation of lung nodules. Wang et al.[5] proposed a semi-automatic centrally focused CNN 
for voxel classification, but the model was not ideal for small nodules. Aresta et al.[6] proposed an 
interactive segmentation network iW-Net, which takes into account the user input and can greatly reduce 
the number of parameters, but the model must correct the lung nodule segmentation based on expert 
annotations and corresponding simulated user input. Jianshe Shi et al.[7] proposed a multi-scale U-Net-
based automatic lung nodule segmentation algorithm, which could better solve vascular adhesion type 
and chest wall adhesion type lung nodules, but the segmentation took longer time. The above methods 
are based on two-dimensional image data for processing, while medical data is mostly three-dimensional. 
Using a three-dimensional network model for lung nodule segmentation will preserve its spatial 
characteristics and improve the lung nodule segmentation effect. Currently, the 3D U-Net basic network 
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and 3D V-Net basic network used for image segmentation are often used to improve and then used for 
segmentation to obtain better segmentation results. Wenhao Wu et al.[8] segmented the lung nodules in 
CT lung images based on 3D U-Net networks combined with 3D conditional random field, and this 
method has a better segmentation effect on adherent lung nodules and ground glass lung nodules (GGNs). 
Kido S et al.[9] proposed a nested 3D fully connected convolutional network model with a residual cell 
structure, which is capable of robust and accurate 3D segmentation of the lung nodule region. Although 
the above methods can obtain better segmentation results of lung nodules, there is still much room for 
improvement in segmentation accuracy compared with the gold standard of segmentation by doctors. 

In this paper, the V-Net network with residual structure is the basic network, and the following 
improvements are made to reduce the phenomenon of missing segmentation and mis-segmentation 
during lung nodule segmentation: 1. multi-scale feature fusion for each layer using a new jump 
connection to exploit the multi-scale features in image segmentation; 2. adding different attention 
mechanisms to the encoding-decoding part of V-Net to increase the feature extraction of spatial 
information of lung nodules; 3. Using Log-Cosh Dice Loss to replace the original loss function and solve 
the problem of non-convexity of the Dice loss function. Through the further processing and fusion of 
features, the improved network model can achieve efficient and accurate segmentation of various types 
of pulmonary nodules, and improve the evaluation index of pulmonary nodule segmentation.  

2. Materials and Methods 

2.1. Network structure in this paper 

The V-Net network has a typical encoding-decoding structure complex, which can be trained end-to-
end on 3D images, and its jump connections fuse shallow simple features with deep abstract features. In 
this paper, based on the V-Net network, and the basic framework of the network structure in this paper is 
shown in Figure 1. 

 
Figure 1: Network structure of this paper. 

We use the V-Net network as the base network and makes the following improvements on the basis 
of the original V-Net network: (i) using the new jump connection to perform multi-scale feature fusion 
for each layer; (ii) SE attention mechanism module in up-sampling to assign different weight values to 
channels, and add SK attention mechanism module in down-sampling to strengthen the channel feature 
information of the input feature map; (ⅲ) using Log-Cosh Dice Loss to replace the original loss function, 
which solves the non-convexity problem of Dice loss function. In addition, the convolution kernel uses 
two 3×3×3 voxel convolution to replace the 5×5×5 voxel combination in the original V-Net network to 
increase the perceived field of view of the network, and adds the Batch-Normalization (BN) module to 
each part of the network and a Dropout value of random depth to the residual network to reduce the 
overfitting of the network. 

2.2. Principle of jump connection structure 

The feature extraction stage of the original V-Net network has two shortcomings: (i) the optimal depth 
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is priori unknown, and requires step-by-step experiments to reach the optimal depth; (ii) the jump 
connection is quite limited. The feature map can be fused only when the subnetwork channels of the 
encoder and decoder are the same, moreover, the network only pays attention to the complex features on 
a single scale and ignores the features on other scales. Lung nodules are often prone to the missed 
detection because of their small size. Therefore, it is necessary to make full use of the characteristics of 
lung nodules at different scales in order to improve the segmentation performance of the network. 
Consequently, in this paper, the jump connection of the V-Net network is improved by using the improved 
method of jump connection of the U-Net++ [10]. The improved jump connection structure is shown in 
Figure 2. 

 
Figure 2: Multi-scale jump connection. 

Where L1, L2, L3, and L4 are the four different scales of the multi-scale structure, and each scale 
network has a symmetric encoder-decoder structure through which the features at the four different scales 
can be obtained. Xi,j denotes the nodes in the network to replace the convolutional layers and their residual 
connectivity structure in the V-Net network, in which the i denotes the ordinal number of the down-
sampling layer in the encoder, and the j denotes the ordinal number of the nodes with the same feature 
resolution. The network node uses a convolution kernel with a size of 3 × 3 ×3 and a step of 1 to perform 
convolution operations on the feature map, and the down-sampling is completed by a convolution kernel 
with a size of 3 × ×3 3 and a step of 2 for convolution operations, and the up-sampling is completed by 
a convolution kernel with a size of 3 × 3 ×3 and a step of 2 for deconvolution operations. 

This structure aggregates features of different semantic scales on the decoder subnetwork, which can 
form a highly flexible feature fusion scheme and can alleviate unknown network depths through V-Nets 
at different depths. 

2.3. Principle of attention mechanism module 

To prevent the network from overfitting, this paper adds the Batch-Normalization (BN) module[11] to 
the network. After encoding the convolutional layer, the SK attention mechanism module[12] is added to 
strengthen channel feature information of the input feature map,, and the SE attention mechanism 
module[13] is added after decoding the convolutional layer to assign different weights to the channels to 
improve the model performance. 

The BN module effectively solves the problems such as slow convergence, unstable learning and 
gradient disappearance during the training process. Its core formula is: 

𝑦𝑦(𝑖𝑖) = 𝛾𝛾(𝑖𝑖) 𝑥𝑥(𝑖𝑖)−𝜇𝜇(𝑖𝑖)

��𝜎𝜎(𝑖𝑖)�
2
+𝜖𝜖

+ 𝛽𝛽(𝑖𝑖)                               (1) 

where the superscript i denotes the dimension of the data and BN is performed independently on each 
dimension of a batch of data; 𝑥𝑥(𝑖𝑖) is the input data and  𝑦𝑦(𝑖𝑖) is the output data after BN; 𝜇𝜇(𝑖𝑖) and 𝜎𝜎(𝑖𝑖) 
are the mean and standard deviation of the current batch of input data, respectively. 𝛽𝛽(𝑖𝑖) and 𝛾𝛾(𝑖𝑖) are 
the learnable translation and scaling parameters, respectively; ϵ is to prevent the denominator from being 
zero. 

In V-Net network, not all features obtained by the encoder can be effectively used for segmentation, 



Academic Journal of Computing & Information Science 
ISSN 2616-5775 Vol. 6, Issue 11: 26-34, DOI: 10.25236/AJCIS.2023.061104 

Published by Francis Academic Press, UK 
-29- 

but features from different channels and spatial locations have different weights in segmentation. 
Therefore, this paper introduces the SE attention and SK attention mechanism module. 

The structure of the SE attention mechanism and the structure of the SK attention mechanism is 
shown in Figure 3. 

 
Figure 3: Structure of the SE module and SK module mechanism. 

The SE attention mechanism consists of two main parts, compression and stimulation. In the 
compression part, the feature map undergoes a global average pooling operation to obtain a 1×1×C 
feature vector.  

In the excitation part, the different weight values are obtained by learning through FC fully connected 
layer operations, where the first layer activation function is ReLu and the second layer activation function 
is Sigmoid. The operations involved are formulated as follows: 

ℱ𝑒𝑒𝑒𝑒(z, W) = 𝛿𝛿�g(z, W)� = 𝛿𝛿�W2𝛿𝛿(W1𝑧𝑧)�                    (2) 

Where W1 and W2 are two fully connected layers. 

In the SK attention mechanism, the dimension of the input feature map is C × H × W. In the Split 
stage, different convolution kernels can be used to convolve the original map to generate multiple paths, 
and in this paper, considering the small target of lung nodule segmentation, the smaller 3×3 and two 3 × 
3 convolution kernels are used to convolve any input feature map to obtain feature map Ũ and feature 
map Û respectively, then fuse to obtain a new feature map U. Involving the following equation: 

U = 𝑈𝑈� + 𝑈𝑈�                                     (3) 

The Fuse stage combines information from multiple pathways to obtain the global selection weights, 
and this step selectively filters the output of the previous layer, mainly through a gating mechanism, so 
that each branch carries a different stream of information to the next neuron. The equations involved are 
as follows:  

ℱ𝑔𝑔𝑔𝑔(U𝑐𝑐) = 1
𝐻𝐻×𝑊𝑊

∑ ∑ U𝑐𝑐
𝑊𝑊
𝑗𝑗=1 (𝑖𝑖, 𝑗𝑗)𝐻𝐻

𝑖𝑖=1                          (4) 

ℱ𝑓𝑓𝑓𝑓(𝑠𝑠) = 𝛿𝛿�ℬ(𝑊𝑊𝑠𝑠)�                               (5) 

The soft attention between channels can be selected with different dimensions. The channel attention 
information a(C×1×1) obtained by applying the softmax operation is multiplied channel by channel with 
the previous feature map (C×H×W) processed by the convolution kernel, and the final output is a feature 
map with channel attention dimension (C×H×W); the channel attention information b(C×1×1) obtained 
by applying the softmax operation is multiplied channel by channel with the previous feature map 
(C×H×W) processed by another convolution kernel, and the final output is another feature map with 
channel attention dimension (C×H×W). The equation involved is as follows: 

𝑎𝑎𝑐𝑐 = 𝑒𝑒𝐴𝐴𝑐𝑐𝑧𝑧

𝑒𝑒𝐴𝐴𝑐𝑐𝑧𝑧+𝑒𝑒𝐵𝐵𝑐𝑐𝑧𝑧
                                   (6) 
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𝜎𝜎(𝑧𝑧)𝑗𝑗 = 𝑒𝑒𝑧𝑧𝑧𝑧

𝛴𝛴𝑘𝑘=1
𝐾𝐾 𝑒𝑒𝑧𝑧𝑧𝑧

     𝑓𝑓𝑓𝑓𝑓𝑓 𝑗𝑗 = 1, … ,𝐾𝐾.                         (7) 

𝑏𝑏𝑐𝑐 = 𝑒𝑒𝐵𝐵𝑐𝑐𝑧𝑧

𝑒𝑒𝐴𝐴𝑐𝑐𝑧𝑧+𝑒𝑒𝐵𝐵𝑐𝑐𝑧𝑧
                                  (8) 

The Select stage aggregates the feature maps of kernels of different sizes according to the selection 
weights, and finally fuses the feature maps of convolutional kernel A and convolutional kernel B channel 
attention to obtain a feature map V with channel attention dimension (C×H×W). Involving the following 
equation: 

V = A + B                                   (9) 

2.4. Log-Cosh Dice loss function 

The loss function of the original V-Net is Dice loss, which is also a common similarity coefficient 
loss function for medical image segmentation, and it focuses more on mining the foreground region 
during training. The expression is:  

𝐿𝐿𝐷𝐷𝐷𝐷𝐷𝐷 = 1 − 2|𝑋𝑋∩𝑌𝑌|
|𝑋𝑋|+|𝑌𝑌|                              (10) 

where X is the prediction result of the network and Y is the actual value of the region. This loss 
function can better solve the problem of severe imbalance between positive and negative samples when 
segmenting lung nodules, but the training loss tends to be unstable when mining smaller targets like for 
lung nodules, and gradient saturation can occur in extreme cases. 

In order to solve the above problems, this paper tries to use the Log-Cosh Dice Loss[14] as the loss 
function, which is derived by merging the Cosh(x) function and the Log(x) function. Cosh(x) value can 
range up to infinity, so it can be captured in a certain range by using the log function. The Log-Cosh Dice 
Loss function can solve the problem of non-convexity of the Dice loss. In this paper, a Laplace smoothing 
factor of 1 is added to the Dice loss avoiding the problem of division by zero and overfitting, thus 
improving the segmentation effect. The expression is as follows: 

𝐿𝐿𝑙𝑙𝑙𝑙−𝑑𝑑𝑑𝑑𝑒𝑒 = log �cosh �1 − 2|𝑋𝑋∩𝑌𝑌|+1
|𝑋𝑋|+|𝑌𝑌|+1

��                       (11) 

The formula for Cosh(x) is as follows: 

𝑐𝑐𝑐𝑐𝑐𝑐ℎ(𝑥𝑥) = 𝑒𝑒𝑥𝑥+𝑒𝑒−𝑥𝑥

2
                             (12) 

2.5. Experimental data and environment 

This paper uses the LUNA16 dataset of lung CT image slices greater than 3 mm thick from the Lung 
Nodule Open Reference Database: LIDC-IDRI[15] as experimental data. Generate lung nodule contour 
labels with the same size as the lung nodule image from an XML file of the nodule profile information 
annotated by the doctor.  

The experimental environment for this paper is as follows: 

Processor: AMD Raider 7 5700X 8-core@3400MHz; Hard disk: WD Blue SN570 1TB SSD; 
Graphics card: GeForce RTX 3060 (GA104); Operating system: Windows 10; Development language: 
Python 3.8.15; Deep learning framework: PyTorch 1.13.1. 

3. Results 

3.1. Evaluation indicators 

For the evaluation metrics, this paper uses three evaluation metrics: Dice Similarity Coefficient 
(DSC), Sensitivity and Precision. DSC is a standard evaluation metric commonly used in segmentation 
problems. It is commonly used to calculate the similarity of two samples and is represented by a 
confusion matrix as:  

𝐷𝐷𝐷𝐷𝐷𝐷 = 2𝑇𝑇𝑇𝑇
2𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

                                 (13) 

Mean Intersection over Union (MIoU) represents the average ratio of the intersection and 
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concatenation of the predicted and true outcomes, and IoU is represented by the confusion matrix as:  

𝐼𝐼𝐼𝐼𝐼𝐼 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

                                (14) 

The Precision can be expressed in terms of the confusion matrix as:  

𝑃𝑃 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

                               (15) 

PA is expressed as the ratio of correctly labelled pixels to the total number of correct pixels with the 
following formula: 

PA =
𝛴𝛴𝑖𝑖=0
𝐾𝐾 P𝑖𝑖𝑖𝑖

𝛴𝛴𝑖𝑖=0
𝐾𝐾 𝛴𝛴𝑗𝑗=0

𝐾𝐾 P𝑖𝑖𝑖𝑖
                                (16) 

Where TP (true positive), indicates an actual positive sample and a positive predicted outcome; FP 
(false positive) means that the actual sample is negative but the predicted outcome is positive; FN (false 
negative) means that the actual sample is positive but the predicted outcome is negative; TN (true 
negative) means that the actual sample is negative and the predicted outcome is also negative. The above 
indicators are used for a comprehensive assessment of lung nodule segmentation results, with higher 
values representing better segmentation results. 

3.2. Experimental process and parameter settings 

The experimental process in this paper mainly includes four parts: data preprocessing, model building, 
model training, and model validation. The data pre-processing steps include: (ⅰ) converting the original 
CT image into a binary image; (ⅱ) According to the xml annotation file in LIDC-IDRI, the binary image 
of the lung mask was generated, so that the original lung image data was superimposed with the lung 
mask image, and the two largest labels were saved to obtain the segmented lung region; (ⅲ) The CT 
value range is selected, leaving the grayscale value image with the CT value at [-1200,600], which 
reduces the influence of other areas such as lung air and water on the extraction of target features; (ⅳ) 
Resampling to ensure that the pixel pitch in the x, y, and z directions of the image is 1mm, eliminating 
error caused by different sampling intervals, and normalizing and deaveraging the original images. The 
steps of the experimental process in this paper are shown in Figure 4. 

 
Figure 4: Step-by-step description of the data preprocessing and segmentation process. 

In the training verification stage, this paper cuts the preprocessed data with a size of 96 × 96 × 16 
(height ×width × depth) to reduce the negative impact of the imbalance of positive and negative samples 
during training. And the data is divided into training set, validation set and test set according to the ratio 
of 8:1:1. For parameter settings, this paper uses the validation set to adjust the model parameters, adopts 
the early stop mechanism, runs a total of 200 epochs before debugging, and the batch size is 4. And the 
method used in the model backpropagation is Stochastic Gradient Descent (SGD), in which the learning 
rate is set to 0.001, and every 10 iterations of training is performed, the learning rate decreases by 10%, 
the momentum is set to 0.9, the Dropout value is set to 0.5 and running 150 epochs, the models used for 
training and testing are implemented on the GPU using Python's PyTorch deep learning library. 
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3.3. Experimental results 

In this paper, according to the network parameter settings in section 3.2, Dice loss and Log-Cosh Dice 
Loss were used in the test set for the base V-Net network model, the multi-scale V-Net network model 
(MV-Net), the added attention mechanism model SK-MV-Net, the SE-MV-Net network model and the 
modified network model of this paper, respectively the validation was carried out and the relevant 
evaluation indexes derived are shown in Table 1.  

Table 1: Performance comparison of different models. 

Loss function Model DSC/% MIoU/% Precision/% PA% 

DSC Loss 
 

V-Net 76.97 69.15 79.62 85.36 
MV-Net 78.52 72.48 80.23 89.21 
SK-MV-Net 79.82 73.17 81.78 98.74 
SE-MV-Net 80.23 74.48 86.90 99.38 
Our model 82.67 79.86 87.39 99.79 

Log-Cosh Dice 
Loss 
 

V-Net 77.95 70.23 79.71 85.64 
MV-Net 79.41 74.68 80.43 93.26 
SK-MV-Net 80.35 75.25 83.40 98.97 
SE-MV-Net 80.75 76.37 87.21 99.58 
Our model 83.87 80.65 88.19 99.83 

As can be seen from Table 1, the evaluation metrics derived from the validation of the network model 
in this paper have significantly higher values compared to the network model before the improvement, 
and the addition of the dual-attention module provides a more pronounced improvement in evaluation 
metrics compared to the single-attention module, with better segmentation performance. Table 2 
compares with three common segmentation networks and the results show that the network model in this 
paper also gives better segmentation results. 

Table 2: Performance comparison of different model. 

Model DSC/% MIoU/% Precision/% PA% 
U-Net++[10] 80.67 79.56 84.73 96.29 

Dense-Net[16] 82.23 78.82 80.23 97.96 
CF-CNN[5] 82.15 80.02 87.83 99.31 
Our model 83.87 80.65 88.19 99.83 

The Figure 5 shows the 3D segmentation results of five pulmonary nodule images by four networks, 
where the first row represents the gold standard of pulmonary nodule contour annotation by physicians. 
And the original V-Net network segmentation can roughly segment the pulmonary nodules, but there are 
some false positive results; the MV-Net network segmentation effect is better, but there are still cases of 
missing segmentation; the SK/SE-MV-Net network with attention mechanism has better segmentation 
results than the first two networks, and there are very few missing and wrong segmentations. The SK/SE-
MV-Net network with attention mechanism is superior to the first two networks in segmentation effect, 
and there are few false segmentation and missing segmentation, but the accuracy of segmentation of 
pulmonary nodule edge is not high. The combination of the two attention mechanisms and the improved 
jump connection improves the extraction of pulmonary nodule features in space and channels 
respectively, and also improves the extraction of edge features of pulmonary nodules, effectively 
reducing false segmentation and missing segmentation of pulmonary nodules and providing better 
segmentation results for the edges of pulmonary nodules. 
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Figure 5: The 3D segmentation results. 

4. Conclusions 

In this paper, we invoke the jump connection of multi-scale structure and improve the segmentation 
model by adding the attention mechanism and applying the new loss function as well as changing the 
size of convolutional kernel, and the experimental results show that the network has a significant 
improvement in segmentation effect compared with the original network, and the evaluation indexes are 
6.9% improvement in DSC value, 11.5% improvement in MIoU value, and 8.57% improvement in 
Precision value. 8.57%, and the pixel accuracy reaches 99.8%. The multi-scale segmentation model can 
effectively improve the feature extraction ability of lung nodules in details and achieve accurate 
segmentation of lung nodules. The Log-Cosh Dice Loss function used in this paper is also proved to be 
effective in segmentation through experiments.  

In conclusion, the method in this paper can effectively improve the phenomenon of missed 
segmentation of lung nodules and achieve multi-nodule segmentation, and it also has better performance 
in the processing of edge features of lung nodules. In addition, in deep learning, the increase of samples 
has a certain optimisation effect on the training model, and further research can be done to increase the 
training samples through 3D data enhancement to improve the segmentation of lung nodules. 
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