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Abstract: Accurate prediction of short-term traffic flow provides crucial data support for the stable 

operation of intelligent transportation systems. For this issue, this paper proposes a short-term traffic 

flow prediction method based on WT-IGWO-ELM. The algorithm uses the Wavelet Transform (WT) 

method to denoise the traffic flow data in advance, which improves the data quality of the dataset. Then, 

the IGWO algorithm, which integrates the initial population based on Sine chaotic map and reverse 

learning strategy, the adjustment of nonlinear convergence factor and the introduction of dynamic 

weights, is used to avoid local optimality more effectively, speed up the convergence speed, and improve 

the solution accuracy. Finally, the improved grey wolf optimizer (IGWO) was used to update the optimal 

parameters of the ELM prediction model, and the average relative error of the prediction of the WT-

IGWO-ELM model was verified by comparison experiments compared with those of ELM and WT. -ELM, 

GWO-ELM, WT-GWO-ELM and IGWO-ELM decreased by 96.6625%, 95.5972%, 87.9447%, 79.5021%, 

72.0571%, respectively, and its prediction effect was much better than ELM, WT-ELM, GWO-ELM, WT-

GWO-ELM and IGWO-ELM methods have high prediction performance and accuracy in short-term 

traffic flow prediction. 

Keywords: Short-term traffic flow prediction; Wavelet Transform; Improved Grey Wolf Optimizer; 
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1. Introduction 

In recent years, traffic congestion has become an important factor hindering the development of cities, 

and has plagued the travel of residents. Traffic flow prediction is an important step in the guidance and 

control of intelligent traffic management, and the study of traffic flow prediction is of great significance 

to improve road service and management level [1]. Therefore, quickly obtaining the short-term traffic 

flow prediction results and improving the short-term traffic flow prediction accuracy are the guarantees 

for the effective operation of the traffic management system. 

There have been many studies on the prediction of short-term traffic flow at home and abroad. The 

commonly used prediction models can be divided into three categories: statistical theoretical models, 

such as historical average models, time series models, Kalman filter models, etc.; artificial intelligence 

models, such as neural networks model; multi-model fusion prediction method [2-4]. Among them, the 

historical average model and the time series model are simple in modeling, but cannot represent the 

changes of traffic flow; the Kalman filter model has high accuracy, but has poor performance in 

predicting nonlinear traffic flow. The advantage of artificial intelligence models is that they have the 

characteristics of identifying complex nonlinear systems, of which BP neural network is the most 

commonly used model and is widely used in traffic flow prediction. The BP neural network is a static 

feed-forward network, and it is easy to fall into the local extreme value, which restricts the generalization 

ability of the BP network in traffic flow prediction. The extreme learning machine (ELM) is a new type 

of fast learning algorithm. For single-hidden layer feedforward neural networks (SLFNs), the extreme 

learning machine is similar to the traditional support vector machine, Compared with the back-

propagation neural network, it inherits the advantages of the neural network approximating nonlinear 

functions, and has the characteristics of simple principle, fast training speed, high prediction accuracy 

and good generalization ability. The learning algorithm is fast. At present, there are few application 

scenarios of this algorithm in short-term traffic flow prediction, and there are even fewer related 

researches on model optimization and improvement of ELM. 

At the same time, due to the complex and nonlinear characteristics of the traffic system, the traffic 



International Journal of New Developments in Engineering and Society 

ISSN 2522-3488 Vol. 6, Issue 3: 55-62, DOI: 10.25236/IJNDES.2022.060310 

Published by Francis Academic Press, UK 

-56- 

flow changes are random, and the traffic flow can be regarded as a nonlinear and strong interference 

signal, in which the noise is caused by some unexpected events, such as traffic accidents or extreme 

weather. drastic changes in traffic flow. For non-stationary process signals, some traditional denoising 

methods have their limitations. Wavelet Transform has become a powerful tool for signal denoising due 

to its advantages of time-frequency localization and flexibility of base selection. Some scholars have 

applied Wavelet Transform to traffic. Denoising of streaming data. 

Therefore, this paper uses the Wavelet Transform (WT) method to denoise the traffic flow data in 

advance to improve the data quality of the dataset. Then, three improvement strategies based on Sine 

chaotic map and reverse learning strategy are used to initialize the population, nonlinear convergence 

factor adjustment and the introduction of dynamic weights to improve the GWO algorithm, so that it can 

more effectively avoid local optimization, accelerate the convergence speed and improve the 

optimization effect. Finally, the IGWO-ELM model is constructed, and the traffic flow forecast by the 

ELM forecast model is optimized by using the optimized weights and thresholds and updating the optimal 

parameters of the forecast model, thereby improving the forecast accuracy. 

2. Model introduction 

2.1 Wavelet Transform (WT) 

Wavelet Transform (WT) is a new transformation analysis method. Its basic idea is to use the wavelet 

basis function to approximate the original signal, expand the signal into a linear superposition of the 

wavelet function family, and refine the analysis through scaling and translation. Decompose a series of 

sub-signals with different frequency characteristics, and adjust the time-frequency resolution by changing 

the shape of the window function, so that these sub-signals have good resolution in both the time and 

frequency domains, and it is easy to distinguish the abrupt part of the signal and noise , so as to achieve 

signal noise reduction [5]. It is precisely because of this excellent feature of multi-resolution that the 

Wavelet Transform quickly became a hot spot in the research of non-stationary signals once it was 

proposed. The mathematical principle of Wavelet Transform is as follows: 

Then 𝜓(𝑡) is called a basic wavelet or mother wavelet. The mother wavelet 𝜓(𝑡)obtains a family 

of functions through scaling and translation: 

𝜓(𝑎,𝑏)(𝑡) =
1

√|𝑎|
𝜓 (

𝑡 − 𝑏

𝑎
) (1) 

Where  are the scaling factor and translation scaling factor of , 

respectively. 

2.2 Grey Wolf Optimizer 

Grey Wolf Optimizer (GWO) is a meta-heuristic optimization algorithm that simulates the leadership 

level and hunting mechanism of gray wolf populations in nature [6]. Generally, gray wolf populations can 

be divided into four categories: leader wolf α, Deputy leader wolf β, ordinary wolf δ, bottom wolf ω. 

Among them, wolf α have the strongest leadership ability and are mainly responsible for decision-making 

and wolf group management in the process of seeking optimization (predation); wolf β strengthen the 

domination of wolf α wolves and provide timely feedback to them; Wolf δ must obey the orders of the 

wolf α and wolf β , and are responsible for scouting and besieging their prey in the group; the lowest 

level wolf ω is the mass base of the wolf group and must obey the command of the wolf group leadership. 

The whole hunting process of the gray wolf algorithm is mainly divided into three stages: 

Encirclement, Pursuit and Attack. Finally capture the prey (obtain the global optimal solution). 

(1) Encirclement 

After wolves determine the location of their prey, they must first surround the prey. The position Xi 

of the ith gray wolf satisfies the following: 

𝑋𝑖(𝑡 + 1) = 𝑋𝑝(𝑡) − 𝐴𝑖|𝐶𝑖𝑋𝑝(𝑡) − 𝑋𝑖(𝑡)| (2) 

Among them, t is the number of iterations, 𝑋𝑝(𝑡) = (𝑋𝑝
1(𝑡), 𝑋𝑝

2(𝑡), ⋯ , 𝑋𝑝
𝐷(𝑡))  is the optimal 

position of hunting after t iterations, 𝑋𝑝
𝐷(𝑡)) refers to the position of the p-th gray wolf in the D 
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dimension, and the optimization parameters are Hys and TTT, so D=2, 𝐴𝑖|𝐶𝑖𝑋𝑝(𝑡) − 𝑋𝑖(𝑡)| is the 

encircling step, 𝐴𝑖 and 𝐶𝑖 is defined as: 

𝐴𝑖 = 2𝑎 ⋅ 𝑟1 − 𝑎 (3) 

𝐶𝑖 = 2𝑟2 (4) 

Among them, 𝑟1and 𝑟2 are random numbers in the interval [0,1], respectively, and 𝑎 decreases 

linearly in the interval [2,0] with the increase of the number of iterations. 

(2) Pursuit 

After the gray wolves surround their prey, the wolf 𝛽 and 𝛿, led by the wolf 𝛼, hunt down the prey. 

In this process, the position of the gray wolf will change with the change of the prey position to find the 

optimal position 𝑋𝑝, which is usually updated according to the positions 𝑋𝛼 , 𝑋𝛽, 𝑋𝛿 of the wolf 𝛼, 𝛽, 𝛿: 

𝑋𝑖,𝛼(𝑡 + 1) = 𝑋𝛼(𝑡) − 𝐴𝑖,1|𝐶𝑖,1𝑋𝛼(𝑡) − 𝑋𝑖(𝑡)| (5) 

𝑋𝑖,𝛽(𝑡 + 1) = 𝑋𝛽(𝑡) − 𝐴𝑖,2|𝐶𝑖,2𝑋𝛽(𝑡) − 𝑋𝑖(𝑡)| (6) 

𝑋𝑖,𝛿(𝑡 + 1) = 𝑋𝛿(𝑡) − 𝐴𝑖,3|𝐶𝑖,3𝑋𝛿(𝑡) − 𝑋𝑖(𝑡)| (7) 

𝑋𝑖(𝑡 + 1) = ∑  

𝑗=𝛼,𝛽,𝛿

𝜔𝑗𝑋𝑖,𝑗(𝑡 + 1) (8) 

Among them, 𝜔𝑗 represents the weight of the jth wolf. 

𝜔𝑗 =
𝑓 (𝑋𝑗(𝑡))

𝑓(𝑋𝛼(𝑡)) + 𝑓 (𝑋𝛽(𝑡)) + 𝑓(𝑋𝛿(𝑡))
(9) 

𝑓(𝑋𝑗(𝑡)) represents the fitness of the jth wolf at time t. 

(3) Attack 

The attack process is the last stage of the grey wolf's predation. The wolves attack and capture the 

prey. The realization of this process is mainly realized by decreasing the value of 𝑎 in the following 

formula. 

𝑎 = 2 −
𝑡

𝑡𝑚𝑎𝑥

(10) 

𝑡𝑚𝑎𝑥 is the maximum number of iterations. When the value of a decreases linearly from 2 to 0, the 

corresponding value of 𝐴𝑖 also changes in the interval [−𝑎, 𝑎].When 𝐴𝑖≤1, it means that the wolves 

are approaching the prey position. When 1 < |𝐴𝑖| ⩽ 2, it indicates that the wolves are dispersing away 

from the prey, and GWO falls into a local optimum. 

2.3 Improved Grey Wolf Optimizer Algorithm (IGWO) 

The GWO algorithm has the characteristics of simple structure, clear concept, easy implementation 

and good global performance. However, because the traditional GWO optimization algorithm may fall 

into the local optimal solution in the optimization process, the convergence speed is slow, the 

optimization effect is poor, and the optimization efficiency is reduced greatly. Therefore, this paper 

chooses the following three methods to improve the GWO algorithm [7]. 

2.3.1 Population initialization based on Sine chaotic map and reverse learning strategy 

Usually, the GWO algorithm is based on the initial population generated by randomness when solving 

the optimization problem, which may make the initial population distribution of the algorithm uneven, 

and it is difficult to ensure the diversity of the population. The initial solution of the algorithm plays a 

crucial role in the global search of the algorithm, and the diversity of the population also greatly affects 

the search performance of the algorithm [8]. Therefore, this paper adopts Sine chaotic map and reverse 

learning strategy to generate the initial population. 

Sine map is derived from a sine function, which converts an input angle in the range [0,1/𝜋] to an 

output in a certain range [9]. Use the Sine mapping model to generate chaotic sequences for population 

initialization, and its mathematical expression is: 
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𝑥𝑖+1 = 𝑆(𝑥𝑖) = 𝑟 𝑠𝑖𝑛(𝜋𝑥𝑖) (11) 

Where 𝑆(𝑥𝑖) represents the Sine map. 

The reverse learning strategy first randomly initializes the population in the solution space to generate 

a set of random populations. Each individual in the population 𝑥𝑖,𝑗  , 𝑖 ∈ [1, 𝐷]  represents the 

dimension, 𝑗 ∈ [1, 𝑛] represents the number of populations. Then, a reverse learning strategy is used for 

each individual, that is, formula (12) is used to find the reverse individuals to construct a set of reverse 

solutions, and finally the two groups of initial solutions are combined, and the individuals with the top n 

fitness are selected as the initial population. 

𝑥𝑖,𝑗
′ = 𝑥𝑖,𝑚𝑎𝑥 + 𝑥𝑥,𝑚𝑖𝑛 − 𝑥𝑖,𝑗 (12) 

2.3.2 Adjustment of nonlinear convergence factor 

The convergence factor a of the traditional GWO algorithm decreases linearly with the number of 

iterations. Studies have shown that different update strategies for important parameters will greatly affect 

the performance of the algorithm, and generally in the optimization process, the linear strategy is not the 

most effective. Therefore, this paper introduces Nonlinear convergence factor [10-11]. 

𝑎 = 2 − 2 [
𝑒

𝑡
𝑡𝑚𝑎𝑥 − 1

𝑒 − 1
]

𝑘

  (13) 

Among them, the nonlinear adjustment coefficient k is a key parameter. Different values of k are used 

to control the change rate of the convergence factor before and after the change, so as to control the 

optimization convergence process, which has an important impact on the optimization performance of 

the algorithm. After research, the performance is the best when k=2. 

2.3.3 Introducing dynamic weights 

In the optimization process of the traditional GWO algorithm, the position of the head wolf is not 

necessarily the global optimal solution, and other wolves are also easy to fall into the local optimal 

solution, which leads to a decrease in the convergence speed and a long time. In order to optimize 

efficiently [12], In this paper, a proportional weight based on the Euclidean distance of the improved step 

size is introduced, and the position of the wolves is dynamically adjusted during the optimization process 

to speed up the optimization speed and reduce the optimization time. The mathematical expression is as 

follows: 

𝑊1 =
|𝑿1|

|𝑿1| + |𝑿2| + |𝑿3| + 𝜀
(14) 

𝑊2 =
|𝑿2|

|𝑿1| + |𝑿2| + |𝑿3| + 𝜀
(15) 

𝑊3 =
|𝑿3|

|𝑿1| + |𝑿2| + |𝑿3| + 𝜀
(16) 

Combined with the previous adaptive position update method, the final wolf position update method 

is as follows: 

𝑿(𝑡 + 1) =
𝑊1𝑿1 + 𝑊2𝑿2 + 𝑊3𝑿3

3
(1 −

𝑡

𝑇
) + 𝑿1

𝑡

𝑇
(17) 

Combining the above three methods, the local optimum can be avoided more effectively, the 

convergence speed is accelerated, the solution accuracy is improved, and the global search and local 

development of the algorithm are better balanced. 

2.4 Extreme Learning Machine 

Extreme Learning Machine (ELM) is a generalized single-hidden layer feedforward neural network 

with fast learning speed and good generalization ability [13-16]. Given M samples 𝑋𝑘 = {𝑥𝑘, 𝑦𝑘} , 

, where 𝑥𝑘 is the input data, 𝑦𝑘 is the real value,  is the activation function, and 

there are m hidden layer nodes, the ELM output can be expressed as: 
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𝑜𝑗 = ∑  

𝑚

𝑖=1

𝜆𝑖𝑓(𝑊𝑖 ⋅ 𝑋𝑘 + 𝑏𝑖), 𝑘 = 1,2, ⋯ , 𝑀 (18) 

In the formula: 𝑜𝑗 is the output value; 𝑊𝑖 = {𝜔𝑖1, 𝜔𝑖2, ⋯ , 𝜔𝑖𝑚}′ is the connection weight between 

the input layer node and the ith hidden layer node; 𝑏𝑖 is the bias value between the ith input node and 

the hidden layer node; 𝜆𝑖 is the ith hidden layer node and the output node connection weight. 

3. Experimental verification and result analysis 

3.1 Dataset 

The dataset uses traffic flow information from Heathrow Airport on the M25 highway in the UK. At 

15min intervals, the training set data contains 2688 traffic flow information from September 1, 2019 to 

September 28, and the validation set contains 192 traffic flow information from September 29 to 

September 30, 2019. Get 2880 data. 

3.2 Evaluation indicators 

The prediction accuracy is usually evaluated by means of Mean Absolute Error (MAE), Mean 

Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE). The mathematical 

expressions corresponding to each indicator are as follows: 

𝑀𝐴𝐸 =
∑ |𝑌𝑖 − 𝑦𝑖|

𝑁
𝑖=1

𝑁
(19) 

𝑀𝐴𝑃𝐸 =
100%

𝑁
∑ |

𝑌𝑖 − 𝑦𝑖

𝑦𝑖
|

𝑁

𝑖=1

(20) 

𝑅𝑀𝑆𝐸 = √
∑  𝑁

𝑖=1 (𝑌𝑖 − 𝑦𝑖)
2

𝑁
(21) 

3.3 Application Examples 

3.3.1 Denoising by Wavelet Transform 

From September 1, 2019 to September 20, the traffic volume data for a total of 30 days is shown in 

Figure 1. 

 

Figure 1: 30-day traffic vehicles without Wavelet Transform 

In order to eliminate the interference of white noise, Wavelet Transform is used. Firstly, the original 

signal is decomposed by wavelet to obtain each detail component (high frequency) and approximate 

component (low frequency), and then the detail component is subjected to threshold processing. Finally, 

the processed components are used for wavelet reconstruction to obtain a pure signal. As shown in figure 

2. 
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Figure 2: 30-day traffic vehicles after Wavelet Transform 

3.4 Model prediction and analysis 

In order to verify the validity of the prediction method in this paper, the short-term traffic flow 

prediction models of WT-IGWO-ELM and ELM and WT-ELM, GWO-ELM and WT-GWO-ELM, and 

WT-IGWO-ELM were carried out under the same conditions. Comparative Experiment. The above six 

prediction models are established by programming algorithm programs in MATLAB language, and the 

accuracy of the prediction methods is compared by three error indicators: Mean Absolute Error (MAE), 

Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE).  

(1) Prediction effect without Wavelet Transform 

ELM, GWO-ELM and IGWO-ELM without Wavelet Transform have been simulated, and the actual 

measured data and predicted results are shown in Figure 3. It can be seen that the result curves of the 

three prediction models without Wavelet Transform can basically fit the actual data, but the convergence 

speed is low. When the data fluctuation is large, the accuracy rate is low, and it is larger than the real 

value. It can be seen from Figure 3 that the prediction results of the IGWO-ELM model without Wavelet 

Transform are in the best agreement with the actual data after simulation, and the accuracy is high. The 

GWO-ELM prediction effect is second, and the ELM prediction effect is the worst. 

(2) Prediction effect without Wavelet Transform  

The WT-ELM, WT-GWO-ELM and WT-IGWO-ELM denoised by Wavelet Transform are simulated, 

and the measured data and prediction results are shown in Figure 4. It can be seen that the results of the 

three prediction models denoised by Wavelet Transform and the measured data are all better than those 

before denoising. Among them, the prediction results of WT-IGWO-ELM are in the best agreement with 

the actual data and the prediction is accurate, the prediction effect of WT-GWO-ELM is second, and the 

prediction effect of ELM is third. 

 

Figure 3: Prediction results without Wavelet Transform 
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Figure 4: Prediction results after Wavelet Transform 

The above prediction method is used to predict the short-term traffic flow in MATLAB, and the 

prediction error results are shown in Table 1. 

Table 1: Prediction error results 

From the prediction results, it can be seen that: 

(1) The average relative error of prediction of GWO-ELM and WT-GWO-ELM is 74.7498% and 

79.5199% smaller than that of ELM and WT-ELM respectively, indicating that GWO optimized ELM 

neural network can greatly improve the accuracy of ELM prediction model.  

(2) The average relative error of prediction of IGWO-ELM and WT-IGWO-ELM is reduced by 

48.5616% and 79.5021% compared with GWO-ELM and WT-GWO-ELM respectively, indicating that 

the optimization effect of IGWO on ELM is more obvious than that of GWO, and it is expected to achieve 

High precision forecast.  

(3) The prediction errors of the latter three in Table 1 are reduced by 27.0114%, 36.9110%, and 

72.0571% respectively compared with the former three, indicating that the Wavelet Transform denoising 

further improves the accuracy of the traffic flow prediction model.  

(4) Compared with ELM, WT-ELM, GWO-ELM, WT-GWO-ELM and IGWO-ELM, the average 

relative error of prediction of WT-IGWO-ELM model is reduced by 96.6625%, 95.5972%, 87.9447%, 

79.5021%, 72.0571% respectively, it can be seen that the prediction effect of the WT-IGWO-ELM model 

is much better than that of ELM, WT-ELM, GWO-ELM, WT-GWO-ELM and IGWO-ELM. 

4. Conclusion 

High-precision short-term traffic flow prediction can provide powerful auxiliary decision-making 

information for signal control, traffic guidance, route planning and other systems. In this paper, the 

reliable short-term traffic flow data provided by authoritative institutions is used as the research object, 

and the WT-IGWO-ELM prediction model is proposed. On the basis of denoising the short-term traffic 

flow data by Wavelet Transform, the ELM neural network model optimized by the improved gray wolf 

optimization algorithm is used to simulate the real short-term traffic flow data. Experimental results show 

that: 

(1) The Wavelet Transform denoising reduces the prediction errors of the three prediction models of 

ELM, GWO-ELM and IGWO-ELM to different degrees, which can further improve the accuracy of the 

traffic flow prediction model. 

(2) Using the GWO algorithm to optimize the ELM neural network can greatly improve the accuracy 

No. Prediction method MAE MAPE RMSE 

1 ELM 26.7539 3.8866% 2.7590 

2 GWO-ELM 5.0565 1.5522% 0.4666 

3 IGWO-ELM 3.3363 0.4919% 0.2643 

4 WT-ELM 21.2946 3.1860% 1.5836 

5 WT-GWO-ELM 3.3257 0.7605% 0.3476 

6 WT-IGWO-ELM 0.4837 0.2498% 0.0490 
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of the ELM prediction model. 

(3) Using IGWO algorithm to optimize ELM neural network, its optimization effect is more obvious 

than GWO, and it is more expected to achieve high-precision prediction. 

(4) The prediction effect of the WT-IGWO-ELM model is much better than that of ELM, WT-ELM, 

GWO-ELM, WT-GWO-ELM and IGWO-ELM, and it is an effective and high-precision short-term 

traffic flow prediction method. 
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