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Abstract: The changing economic environment is fraught with uncertainty, making the prevention and 
resolution of financial risks and the enhancement of liquidity management capabilities key focuses and 
challenges for financial institutions and regulatory authorities in China. With the support of artificial 
intelligence and big data technologies, the research paradigms for liquidity risk management have 
been continuously enriched. Machine learning models have been proven to possess unique advantages 
in the field of liquidity risk identification. This paper summarizes the main application frameworks of 
machine learning in current risk management research, along with their applicability and limitations. 
It further explores potential future improvements and research trends in applying machine learning to 
identify liquidity risks. 
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1. Introduction 

In recent years, Chinese commercial banks have strengthened the application of financial 
technology and advanced digital transformation to cope with the rapidly changing financial market 
environment, focusing on preventing and resolving financial risks. Relevant liquidity risk regulatory 
policies have increasingly aligned with the latest changes in the industry[1]. However, in the long term, 
external financial market uncertainties and macroeconomic fluctuations, among other factors, may still 
pose new challenges to the liquidity risk management of commercial banks. Strengthening the liquidity 
management capabilities of China's banking sector and all financial institutions remains a critical focus 
and challenge. 

With the support of artificial intelligence and big data technologies, scholars have applied new 
technologies such as natural language processing and computer vision, as well as new methods like 
deep learning and machine learning, to enrich the research paradigms of liquidity risk management. 
Many studies have adopted machine learning methods to explore topics such as systemic risk 
identification in banks[2], risk identification in online lending platforms[3], and liquidity risk in credit 
bonds[4]. However, there are few application cases specifically addressing liquidity risk management in 
banks. Compared to traditional empirical models, machine learning is not constrained by general forms 
of variable relationships and allows for the existence of interactive and multivariate relationships. It can 
also consider high-dimensional control variables, enabling more accurate estimation of causal 
relationships[5]. Additionally, in terms of model prediction effectiveness, machine learning can 
effectively capture nonlinear interactions between variables and overcome the limitations of linear 
regression in cases where variables are highly correlated[4]. Nevertheless, the application of machine 
learning models in the field of risk management remains relatively narrow, and research on liquidity 
risk management in commercial banks is limited. By constructing machine learning models to identify 
bank liquidity risks, it is possible to analyze the sources of liquidity risks in a timely and accurate 
manner, allowing regulatory authorities and banks to take prompt action and implement effective 
measures to address potential crises caused by liquidity risks. In summary, introducing machine 
learning models into the field of liquidity risk management to break through existing research 
paradigms has significant practical implications. 

This study focuses on the application of machine learning in the identification of liquidity risks in 
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commercial banks. Based on existing literature, it analyzes the applicability and limitations of machine 
learning models, proposes theoretical improvements, and further explores future directions for applying 
machine learning in liquidity risk identification. 

2. Application of Machine Learning in Risk Management 

2.1 Concepts Related to Machine Learning 

With the support of artificial intelligence and big data technologies, scholars have applied new 
technologies such as natural language processing and computer vision, as well as new methods like 
deep learning and machine learning, to enrich the research paradigms of risk management. Compared 
to traditional empirical models, machine learning is not constrained by general forms of variable 
relationships and allows for the existence of interactive and multivariate relationships. It can also 
consider high-dimensional control variables, enabling more accurate estimation of causal 
relationships[5]. Additionally, in terms of model prediction effectiveness, machine learning can 
effectively capture nonlinear interactions between variables and overcome the limitations of linear 
regression in cases where variables are highly correlated[4]. The general process of machine learning is 
illustrated in Figure 1. 

 
Figure 1. Machine learning flow chart 

2.2 Specific Applications in Risk Management 

Machine learning models have been proven to outperform traditional factor identification and early 
warning analysis models in various financial fields. Zhu et al. (2016) applied random forest (RF), 
random subspace (RS), random AdaBoost (RAB), and an ensemble of RS and RAB (RS-RAB) to 
predict credit risks for small and medium-sized enterprises (SMEs) in China's supply chain finance. 
The results showed that RF had the fastest learning speed and the highest accuracy, successfully 
avoiding overfitting[8]. In the study of P2P lending platform risk identification, Cui Yanyan and Liu 
Lixin (2023) used logistic regression and random forest models to evaluate the importance of indicators 
in the risk assessment system. The results indicated that SVM and random forest models performed 
better on the test set[9]. Li Shuang et al. (2022) scientifically classified platform risk levels and tested 
the early warning performance of naive Bayes (NB), Softmax regression, random forest (RF), and 
multi-class support vector machines (SVMs)[3]. Zhang Zongxin and Zhou Cong (2024) used regression 
tree models such as random forest (RF) and extreme gradient boosting regression trees (XGBoost), as 
well as neural network models, to measure and warn of liquidity risks in credit bonds. They concluded 
that neural network models with one hidden layer had the strongest early warning capabilities[4]. Shi 
Rong et al. (2024) reviewed a large body of literature, analyzing the application value of machine 
learning in economic forecasting and summarizing the applicability of different machine learning 
algorithms in financial and economic research. These studies provide valuable references for other 
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commercial risk studies, including liquidity risk[10]. 

Research on machine learning models for commercial bank risk is more diverse, but most studies 
are still limited to the application of single models, leaving room for improvement in model 
performance. Tavana et al. (2018) used fuzzy inference and neural network techniques to provide early 
warnings for commercial bank risks. The results showed that fuzzy neural networks (FNN) could 
effectively classify and predict risks[11]. To identify systemic risks in banks, Li Chenying (2020) 
proposed a systemic risk identification model that included local outlier factor (LOF), isolation forest 
(IF), and angle-based outlier detection (ABOD) algorithms[2]. Triepels et al. (2021) applied recurrent 
neural networks (RNN) to monitor bank liquidity management by detecting anomalies in large-value 
payment system (LVPS) transaction logs. Using multivariate Gaussian classifiers and different RNN 
variants, they demonstrated that anomaly detection could be an effective tool for bank regulators to 
identify irregular behaviors[12]. Other studies have used backpropagation neural networks (BPNN) for 
early warning and assessment of commercial bank risks[13], or employed LightGBM to classify 
liquidity risks and empirically compare the robustness of various models, such as logistic regression, 
support vector machines, and XGBoost, in testing bank liquidity risks[14]. Additionally, perceptron 
neural networks have been developed to predict local bank liquidity risks[15]. The summary of machine 
learning research in risk management be showed in Table 1. 

Table 1: Summary of Machine Learning Research in Risk Management 

Machine Learning 
Model Specific Classification Application Scholars 

XGBoost Ensemble Learning Tan and Gan (2022); Zhang and Zhou (2024) 

RF Ensemble Learning 
Dai and Shen (2022)[6]; Zhu, et al (2016); Cui 
and Liu (2020); Lee, et al (2022); Zhang and 
Zhou (2024) 

RS Ensemble Learning Zhu, et al (2016) 
RAB Ensemble Learning Zhu, et al (2016) 
RNN Deep Learning Triepels, et al (2021) 

MLP Deep Learning Lu and Zhang (2022)[7]; Sumi (2024); Zhang 
and Zhou (2024) 

BPNN Deep Learning Yang, et al (2021) 
FNN Deep Learning Tavana, et al (2018) 
IF Anomaly Detection Chenying Lee (2020) 
LOF Anomaly Detection Chenying Lee (2020) 
ABOD Anomaly Detection Chenying Lee (2020) 
PCA Dimensionality Reduction Zhang and Zhou (2024) 

Logistic Classification Model Tan and Gan (2022); Dai and Shen (2022); 
Lee, et al (2022); Cui and Liu (2020) 

SVM Classification Model Tan and Gan (2022); Cui and Liu (2020) 
SVMs Classification Model Lee, et al (2022) 
NB Classification Model Lee, et al (2022); Cui and Liu (2020) 
LightGBM Classification Model Tan and Gan (2022) 

2.3 Summary of Machine Learning Applications in Risk Management 

Existing literature has comprehensively and deeply explored the issue of liquidity risk in 
commercial banks from various perspectives and has accumulated rich research results. However, there 
is still room for improvement. For example, in practice, liquidity risk management involves the entire 
process of identifying, measuring, evaluating, and controlling liquidity risks, but existing literature 
often focuses on only one aspect of this process. Additionally, research on machine learning in risk 
management is relatively limited, and model applications are relatively narrow. 

Based on the current state of machine learning applications in risk management, it is evident that in 
the identification of liquidity risks, machine learning breaks through traditional limitations by no longer 
relying solely on financial indicators and a few influencing factors. For instance, exploring the impact 
of economic policy uncertainty and other factors, machine learning can mine risk signals from multiple 
factors, process large-scale data with complex algorithms, and accurately capture risk correlations, 
providing a comprehensive perspective for risk identification and enhancing the accuracy and 
timeliness of identification. In terms of risk management tools, machine learning complements 
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traditional methods by integrating internationally recognized indicators and advanced internal pricing 
tools for monitoring and early warning, enabling real-time tracking of risk dynamics and optimizing 
resource allocation to improve management efficiency. In various fields of risk identification and 
management, machine learning models have demonstrated excellent performance. For example, 
random forests have proven effective in predicting credit risks for SMEs in supply chain finance; SVM 
and random forest models have shown reliable early warning capabilities in P2P lending credit risks; 
and neural network models have exhibited strong early warning capabilities in the credit bond market. 

Although machine learning has been proven to have higher accuracy and stronger applicability in 
many fields, its application in the field of liquidity risk management in banks is not yet widespread, 
with most studies relying on single models. The identification and analysis of liquidity risks in 
commercial banks is a complex and important topic. In the future, it is necessary to deepen the 
understanding of the concept of liquidity risk, effectively identify liquidity risks, and adopt scientific 
management methods and tools. At the same time, more reasonable machine learning models should be 
combined to effectively identify and control risks, enabling Chinese commercial banks to better cope 
with liquidity risk challenges and ensure their stable operation and sustainable development. 

3. Improvement of Commercial Bank Liquidity Risk Identification Models Based on Machine 
Learning 

Based on a review of the literature on risk management, this paper suggests that future research on 
applying machine learning to liquidity risk identification could focus on combining multiple machine 
learning models. 

From the analysis of deep learning and ensemble learning models, it is evident that deep learning 
and ensemble learning are complementary in some ways. Deep learning can automatically learn feature 
representations through neural networks but may be prone to overfitting. Ensemble learning, by 
combining multiple base learners, can improve the generalization ability and accuracy of models but 
may require more computational resources. Therefore, combining deep learning and ensemble learning 
can achieve more powerful models. 

If the research focus is on liquidity risk management in listed commercial banks in China, the data 
in this context typically has complex multi-dimensional characteristics and may involve nonlinear 
relationships. Based on a comprehensive evaluation of the above models, random forest (RF) and 
multilayer perceptron (MLP) are more suitable for this research task. RF can handle various types of 
features, especially the complex feature relationships in bank data, and can evaluate key variables 
through feature importance, which is useful for identifying key factors in liquidity risk analysis. MLP, 
as the foundation of deep learning, has strong nonlinear modeling capabilities and can better capture 
potential complex patterns in bank liquidity risks. These two models have significant advantages in 
comprehensively analyzing, predicting, and managing bank liquidity risks. This paper selects RF from 
ensemble models and MLP from deep learning models as examples to analyze future directions for 
combining multiple models. 

Based on the structural characteristics of single machine learning models and the summarized 
advantages and disadvantages of each model, this paper proposes five improvement ideas to enhance 
the performance of hybrid models by optimizing feature selection, improving classification results, and 
other aspects. 

Cascading Models: Use RF and MLP as base models and combine them through stacking. First, use 
RF and MLP to make preliminary predictions, and then use the prediction results (probability outputs 
or category labels) as new input features. Finally, use a simple model, such as linear regression, as a 
meta-learner to make the final liquidity risk identification rating. This approach leverages the feature 
selection capabilities of RF and the nonlinear modeling capabilities of MLP to improve the overall 
model's accuracy and robustness. 

Feature Fusion: Combine the feature extraction capabilities of the two models. In this method, RF 
and MLP can be used to extract features at different levels. Specifically, use RF to perform feature 
selection or dimensionality reduction on the original input data and output important features. Then, 
input the important features into MLP for further deep learning. This method allows RF to filter out the 
most critical features for liquidity risk identification, while MLP is responsible for in-depth modeling 
of the refined features, thereby improving prediction performance. 

Joint Training: RF and MLP models work together through joint training. First, train the RF model 
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to obtain preliminary prediction results and analyze feature importance to obtain initial feature weights. 
Then, use the feature importance output by RF as the initial weights for the MLP model to further 
optimize the model, allowing MLP to continue learning and adjusting based on the preliminary results. 
This approach enables MLP to effectively utilize the feature importance information from RF, 
accelerating model convergence and enhancing the understanding of complex data. 

Weighted Model Fusion: Directly weight and average the output results of RF and MLP models. 
Specifically, train RF and MLP separately to obtain their prediction probabilities. Then, combine the 
prediction results through weighted averaging to generate the final classification probability. The 
weighting coefficients can be dynamically adjusted based on cross-validation results to ensure the 
model's adaptability in different scenarios. This method is simple and feasible, and by assigning 
appropriate weights to each model, the combined model's performance can be optimized. 

Soft Voting: Make decisions based on the probability outputs of multiple models. Specifically, let 
RF and MLP output the probability values for each class. Then, weight and average the probability 
values of the two models and select the class with the highest weighted probability as the final 
identification result. Soft voting can fully utilize the different prediction characteristics of the two 
models, avoiding biases that may arise from a single model and improving the stability of 
identification. 

RF excels in handling high-dimensional features and noisy data, effectively selecting important 
features. MLP is suitable for modeling complex nonlinear relationships, especially for highly nonlinear 
data. By combining these two models, their strengths can be integrated. In summary, a hybrid model 
based on RF and MLP can more comprehensively capture the complexity of bank liquidity risks, 
improving the accuracy and robustness of liquidity risk identification. The structure of the hybrid 
model is shown in Figure 2. 

 
Figure 2. Machine learning hybrid model flow chart 

4. Conclusion 

With the rapid development of information technology, big data and machine learning have brought 
new opportunities for research on liquidity risk identification in commercial banks. This paper 
systematically reviews the development of machine learning and risk identification research, and 
deeply explores the application methods of their integration. This helps to clarify the advantages of 
machine learning in terms of data processing capabilities and model construction flexibility, as well as 
its limitations in areas such as result interpretation and data requirements. On this basis, further 
exploration of optimized application methods for machine learning can enable it to play a greater role 
in research related to commercial bank liquidity risks, providing strong support for the stable operation 
of commercial banks. 
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By summarizing existing research findings, the advantages of machine learning in the field of 
liquidity risk identification are significant. In terms of data utilization, machine learning enables the 
acquisition of large-scale data, far exceeding the data volume under traditional research paradigms, 
providing a solid foundation for precise analysis. It also broadens data sources, no longer limited to 
traditional information channels such as corporate annual reports and financial statements, but 
extending to news, media, and other levels, comprehensively capturing relevant information. 
Additionally, machine learning encompasses diverse data formats, including structured, semi-structured, 
and a large amount of unstructured data. Compared to traditional methods, the powerful data 
processing capabilities of machine learning allow it to effortlessly analyze massive and complex data, 
uncovering hidden patterns. As a result, liquidity risk identification research has broken through 
traditional limitations. By fully integrating various market information and deeply exploring variables 
closely related to market changes that are beyond the scope of traditional research, machine learning 
ultimately achieves more accurate risk assessment results. Furthermore, in the face of the 
overwhelming flood of complex data, how to efficiently filter out truly valuable and effective data 
poses a new challenge for researchers, necessitating innovative solutions. 

In summary, machine learning is revolutionizing the research paradigms and methods in the field of 
risk management. Its application in liquidity risk identification research still has room for improvement 
and is worthy of in-depth exploration by scholars. 
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