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Abstract: As a new density-based clustering algorithm, clustering by fast search and find of Density 

Peaks (DP) algorithm regards each density peak as a potential clustering center when dealing with a 

single cluster with multiple density peaks, therefore it is difficult to determine the correct number of 

clusters in the data set. To solve this problem, a mixed density peak clustering algorithm namely C-DP 

was proposed. Firstly, the density peak points were considered as the initial clustering centers and the 

dataset was divided into sub-clusters. Then, learned from the Clustering Using Representatives 

algorithm (CURE), the scattered representative points were selected from the sub-clusters, the clusters 

of the representative point pairs with the smallest distance were merged, and a parameter contraction 

factor was introduced to control the shape of the clusters. The experimental results show that the C-DP 

algorithm has better clustering effect than the DP algorithm. The comparison of the F-measure Index 

shows that the C-DP algorithm improves the accuracy of clustering when datasets contain multiple 

density peaks in a single cluster. 

Keywords: Density Peak, Hierarchical Clustering, Cluster Merging, Representative Point, Contraction 

Factor. 

1. Introduction  

Clustering is an unsupervised learning method which organizes data into different clusters to find 

the inherent hidden patterns of data[1]. It is widely used in many fields, such as image processing [2], 

pattern recognition [3], bioinformatics [4], microarray analysis [5] and social network [6]. Clustering 

algorithm can gather more similar data into the same cluster, which is widely used in the field of data 

mining [7].Now many clustering algorithms based on different features have been proposed [8]. Among 

them, the density-based clustering algorithm is popular among researchers. Because even in the 

presence of noise, it can find clusters of arbitrary shapes in large data sets [9].Density-Based Spatial 

Clustering of Applications with Noise (DBSCAN) [10] is an advanced density based clustering 

algorithm, which uses the minimum neighborhood of data to find clusters of arbitrary shape. However, 

the effectiveness of DBSCAN is easily affected by input parameters [11]. 

A clustering by fast search and find of density peaks (DP) algorithm was proposed in reference [12]. 

The DP algorithm selects the clustering center according to the peak density, so it has a high operating 

efficiency and requires less manual intervention. However, when the single data set processed by the 

DP algorithm contains multiple density peaks, its defects will be exposed. Because the DP algorithm 

uses different density peaks as potential clustering centers, this causes the original cluster to be divided 

into multiple clusters, which ultimately makes the clustering effect unsatisfactory. 

To solve this problem, this paper proposes a new mixed density peaks clustering (C-DP) algorithm. 

Firstly, DP algorithm is used to find the initial cluster center. Then, we use the Clustering Using 

Representatives (CURE) algorithm to select the representative points of the cluster from the initial 

clustering. In order to improve the quality of clustering, the clusters of representative point pairs with 

minimum distance are merged. The experimental results show that the C-DP algorithm can recognize 

clusters of arbitrary shape on UCI data sets. 
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2. Methodology 

2.1. DP algorithm 

The DP algorithm assumes that there is a data set S, the local density of the cluster center is higher, 

and the local density of neighboring points is lower. At the same time, points with low local density are 

far away from any points with higher local density. At this time, the DP algorithm must calculate two 

key parameters on each data point 
i  in the data set S. One is the local density 

i , the other is the 

distance i  from the high-density point. 

Definition 1 In data set S, the local density 
i  of data point 

i  is expressed as the number of 

data points whose distance from 
i  is less than c

d  (excluding 
i  itself), as follows:  
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Where ij
d  is the distance between data points 

i  and 
j , which is calculated based on 

Euclidean distance. 

The parameter  0
c
d  is the cutoff distance, and the threshold need set. According to experience, 

c
d  can be selected to make the average number of adjacent points about 1% to 2% of the total points 

in the dataset. 

Definition 2 i  is the minimum distance from the data point 
i  to any point with higher 

density.The calculation method is as follows: 
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When the local density of 
i  is the largest, i  represents the distance between 

i  and farthest 

points in the data set. When 
i does not have the maximum local density, i  represents the distance 

between 
i and the closest point among all the points whose local density is greater than 

i . 

The specific steps of the DP clustering algorithm are as follows:  

Step 1 Initialize the data, calculate ij
d  by formula (3), arrange in ascending order and find the 

value from 1% to 2% in ascending order to determine the cutoff distance c
d . 

Step 2 Calculate the local density 
i  and high-density distance i  of each data point 

i  by 

formulas (1) and (2) respectively. 

Step 3 Construct a decision graph with   as the horizontal axis and   as the vertical axis. The 

data points with larger local density   and high-density distance   are selected as the cluster center 

according to the decision graph. 

Step 4 Calculate the minimum distance between each point and cluster center, then assign each data 

point to the closest cluster center. 

Step 5 Filter the noise outlier data so that the density does not exceed the boundary. 

Step 6 Complete clustering and get cluster labels. 
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2.2. CURE algorithm 

The CURE algorithm is a novel hierarchical clustering algorithm. Instead of using a single centroid 

or object to represent a cluster, a fixed number of representative points in the data space are 

selected.The method of generating representative points of a cluster is as follows: Firstly, select the 

scattered objects in the cluster, then move them according to the shrinkage factor [13]. 

Definition 3 For a data set S, i
C  represents a cluster in the data set S, i

m  represents the center 

point of i
C , and i

p  represents a set of representative points of the cluster i
C . 

   
 

 


,
( , ) min ( , )

i i j j
i j i j

dist C C dist                      (5) 

The ( , )
i j

dist C C  is calculated based on Euclidean distance. At each step of the algorithm, two 

clusters of representative point pairs with the closest distance are merged, where each point comes from 

a different cluster.The number of data items of i
C  can be represented by | |

i
C . After the two clusters 

of i
C  and j

C  are merged, the new center point .m mean  is calculated as follows: 

  . (| | | | ) / (| | | |)i i j j i jm mean C m C m C C               (6) 

The number of new merged data items is denoted by p , and the new merged representative point 
.m rep  is calculated as follows: 

   . ( . )m rep p m mean p                       (7) 

Among them,   is the shrinkage factor. The CURE algorithm is sensitive to the shrinkage factor 
 , which is mainly used to adjust the shape of the cluster. When   1 , the CURE algorithm is 

equivalent to a hierarchical clustering algorithm based on the centroid representative cluster; when 

  0 , the CURE algorithm is equivalent to use the minimum spanning tree clustering algorithm. 

The CURE algorithm uses a set of points to represent a cluster, and controls the shape of the cluster 

through a shrinkage factor, which helps to control the influence of isolated points. Therefore, the CURE 

algorithm is more robust to the processing of isolated points, and can effectively identify clusters with 

relatively large shape changes. 

2.3. C-DP algorithm 

Although, the DP algorithm performs well in determining the density and number of cluster centers. 

However, when the DP algorithm processes a single data set containing multiple density peaks, the 

peaks of different densities are regarded as potential cluster centers. At this time, the original cluster 

will be divided into multiple clusters, which will eventually lead to poor clustering results. Compared 

with the DP algorithm, the C-DP algorithm uses the DP algorithm to find the initial cluster, introduces a 

shrinkage factor   and selects the representative points in the initial cluster. Then the algorithm uses 

the shrinkage factor to move the representative point to achieve the purpose of controlling the shape of 

the cluster. Here, the C-DP algorithm uses the minimum distance measurement method as a measure of 

similarity between clusters, and two clusters with the closest distance between different clusters 

representing a point pair will be merged. 

In the data set, a single cluster may contain multiple density peaks. The C-DP algorithm takes into 

account this situation and draws on the merging strategy of hierarchical clustering based on the initial 

clustering of the DP algorithm. The C-DP algorithm uses several scattered data points as representative 

points, and introduces a parameter shrinkage factor   to adjust the shape of the cluster and improve 

the efficiency of clustering. The algorithm flow chart is shown in Figure 1. 

The algorithm steps are as follows: 

Step 1 Initialize the data and determining the cutoff distance c
d . 

Step 2 Calculate the local density 
i  of each data point 

i  and the distance 
i  from the 

high-density point by formulas (1) and (2), and then determine the initial cluster center and number 

through the decision diagram. 

Step 3 Take the initial cluster center as the center point and substitute it into formula (6), where the 
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number of merged data items p  is zero. Finally, a set of points is obtained as the representative points 

of the cluster and a representative point set i
p . 

Step 4 Specifying the shrinkage factor   value. 

Step 5 The distance between the clusters is calculated by formula (5), and the two clusters with the 

smallest distance are merged to form a new cluster. 

Step 6 Calculate the center point and representative point of the new cluster by formulas (6) and (7), 

and then go to step 5.  

Step 7 Calculate the minimum distance between each point and cluster center, then assign each data 

point to the closest cluster center. 

Step 8 Filter the noise outlier data so that the density does not exceed the boundary. 

Step 9 Complete clustering and get cluster labels. 

It is worth noting that the shrinkage factor   value needs to be set according to the specific data 

set, and its value directly affects the effect of clustering. 

Start
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Figure 1: C-DP algorithm flow chart. 

3. Results and discussion 

3.1. Experiment description 

The effect of clustering is compared through the visualization graph on the UCI data set; the 

accuracy of clustering results is measured by F-measure Index.  

In the experiment, the parameter c
d is between 1% and 2%, and the contraction factor  is 

between 0.2 and 0.7. According to the results of several experiments, the threshold is adjusted. The 

contraction factor is a heuristic parameter, which is defined by the user. The optimal experimental 

effect is obtained by adjusting the parameter values through experiments. The experimental results are 

classified by the color area of the points. The data set used in the experiment is shown in Table 1. 
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Table 1: Experimental data. 

Data sets Number of clusters Number of instances dimension 

Iris 3 150 4 

Seeds 3 210 7 

Wine 3 178 13 

Glass 6 214 9 

S1 15 5000 2 

Spiral 3 312 2 

Aggregation 7 788 2 

4k2_far 4 400 2 

The experimental environment is windows 10 64 bit operating system, Intel Core i7 @ 2.7 GHz 

CPU, 4 GB memory, and the software is matlab 2014a. 

3.2. Experimental comparison 

Figure 2 shows the clustering results of DP algorithm on UCI datasets. Obviously, multiple density 

peaks are found in data set S1 and Aggregation, and DP algorithm will divide the cluster into several 

ones, which leads to the poor clustering accuracy of DP algorithm. 

 

Figure 2: Clustering results of DP algorithm. 

Although the initial clustering center strategy selected by C-DP and DP algorithm is the same, after 

finding the initial clustering center, C-DP algorithm can better complete the clustering task through the 

appropriate cluster merging strategy.As shown in Figure 3, the clustering result of C-DP algorithm is 

more accurate and effective through the appropriate cluster merging strategy. 

 

Figure 3: Clustering results of C-DP algorithm. 

3.3. Algorithm performance comparison 

In order to verify the performance of C-DP algorithm, we compare it with other mainstream 

algorithms, and use F-measure Index to measure the clustering accuracy. 

Table 2: The performance comparison. 

Data sets DBSCAN AP DP C-DP 

Iris 0.7409 0.4849 0.6704 0.7710 

Seeds 0.4001 0.3881 0.8019 0.8171 

Wine 0.5829 0.3147 0.5894 0.6501 

Glass 0.5049 0.2874 0.5511 0.5527 

S1 0.7359 0.2881 0.7624 0.7831 

Aggregation 0.7725 0.3386 1 1 

Spiral 0.7801 0.2696 1 1 

4k2_far 0.7974 0.3271 0.9327 0.9405 

(a) Aggregation (b) S1

(a) Aggregation (b) S1
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Table 2 shows the comparison results of C-DP algorithm, DP algorithm, DBSCAN algorithm and 

AP algorithm on the UCI data set. Obviously, the C-DP algorithm is better than other algorithms. 

Moreover, compared with the DP algorithm, the performance of C-DP algorithm is improved, while the 

clustering effect of AP algorithm is poor. This shows that the C-DP algorithm can effectively deal with 

multi-density peak clusters, and has the ability to deal with irregular shape data sets. 

4. Conclusion 

Aiming at the defect that there are multiple density peaks in a single cluster in the data set, the DP 

algorithm cannot obtain accurate clustering results. We proposes a clustering algorithm of mixed 

density peaks (C-DP). Inspired by the CURE algorithm, we introduced the shrinkage factor   during 

the initial clustering process of the DP algorithm. Then we select the representative points of the cluster 

from the initial cluster and move them according to the shrinkage factor to control the shape of the 

cluster. In the algorithm, the minimum distance measurement method is selected as the measure of 

similarity between clusters, and the representing point pairs of two clusters with the closest distance 

between different clusters will be merged. The experimental results show that the C-DP algorithm 

improves the accuracy of clustering when datasets contain multiple density peaks in a single cluster. 

However, the clustering center of each data set in C-DP algorithm is selected by the user, which is 

difficult to determine accurately. In the future, it is necessary to extend C-DP algorithm to fully 

adaptive method. 
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