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Abstract: To solve the problem that the number of heads cannot be accurately extracted due to scale 

changes in crowd counting, a crowd density estimation based on multi-scale feature adaptive network 

was proposed(MSFANet). Firstly, deep convolution neural network is used to extract semantic features 

of different scales. Then, the expansion convolution network is introduced, and the expansion 

convolution in the scale-up unit is combined with the traditional convolution to further increase the 

receptive field and reduce the information loss caused by channel competition. Finally, channel 

attention is introduced to enhance the ability of multi-scale feature extraction and ensure the integrity 

of relevant and important information in the image. Experiments on datasets (ShanghaiTech, 

UCF_CC_50 and WorldExpo10) show that this algorithm is more accurate and robust than the current 

mainstream crowd counting algorithms. 
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1. Introduction 

With the rapid development of economy and the rapid growth of urbanization in China, the total 

number of large-scale cities has reached the first place in the world. The research of intelligent video 

surveillance technology is of great significance to public safety. As one of the important tasks of 

intelligent video surveillance and analysis, crowd counting has rapidly developed into one of the 

research hotspots in the field of computer vision. Existing crowd counting algorithms can be divided 

into two categories: traditional machine learning algorithms and crowd counting algorithms based on 

convolutional neural networks. Crowd counting based on traditional machine learning is divided into 

detection-based[1]. The sum of is based on regression[2]. All the methods need complex processes 

such as data preprocessing, feature extraction and detector design, and the counting error increases with 

the increase of crowd density. 

In recent years, the proposal and development of deep learning[3].Especially the crowd counting 

algorithm based on convolutional neural network[4]. It has been widely used in the field of computer 

vision. Zhang et al[5] proposed to use three convolution kernels of different sizes to extract the features 

of crowd images respectively, and to generate a crowd density map according to the human head 

markers. Li et al[6] proposed to use a single column structure, in which the front end is used to obtain 

basic semantic information and the back end is used to generate crowd density information. Kang[7] 

proposed to use pyramid network to deal with scale change. Jiang[8] proposed adaptive pyramid loss 

(APLoss) to calculate the estimated loss of sub-regions hierarchically, which reduced the training 

deviation. Bai[9] and others put forward adaptive expansion convolution and a new supervised learning 

framework-self-tuning supervision. Yang[10] proposed a reverse perspective network to solve the scale 

change of input images. Using CNN to estimate the crowd density can not only effectively avoid 

manual feature extraction in traditional algorithms, but also obtain detailed information of crowd 

distribution, so this method gradually occupies a dominant position. 

In view of the influence of image scale change and background interference in complex scenes, this 

study proposes a multi-scale feature adaptive crowd density estimation method. By expanding the 

image receptive field and adaptively selecting channels, we can extract the features of the concerned 

head position, accurately obtain the number of people in the scene, and monitor the change of crowd 

number in the scene in real time, which can effectively prevent abnormal situations such as 

overcrowding and trampling. 
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2. Density Estimation 

2.1. Density Map 

Based on CNN's crowd counting method, the image marked with the center position of the head is 

input, the predicted crowd density map is output, and the total number of people in the image is 

obtained by integration and summation. For example, if the coordinate of a marked point is xi, the head 

center point of the point can be expressed as δ(x−xi) and the images of n heads can be expressed as: 
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Then, the center point of human head is normalized by Gaussian kernel filter[11], and the 

corresponding crowd density map is generated. The specific calculation is as follows: 
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Among them, Represents Gaussian kernel filter, σ represents the standard deviation of Gaussian 

kernel filter. Because of the sample differences between different data sets, this paper sets different 

super parameter σ according to different data sets to make corresponding density maps for training. The 

total number of people in the image can be obtained by integrating the finally generated population 

density map. 

2.2. Loss Function 

The difference between the crowd density map and the target density map can be expressed by 

calculating the Euclidean distance between the pixels corresponding to the points of interest in the two 

maps, so the loss function can be defined by formula (3). 
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Where N is the number of images trained in a batch; Is the estimated density value of the ith 

training sample, and the parameter is θ; Di
GT is the true density value. 

3. Methodology 

3.1. Network Model 
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Figure 1: An illustration of the Multi-scale feature adaptive network. 

The multi-scale feature adaptive network model proposed in this paper is shown in Figure 1. 

Because VGG16 network has excellent feature extraction ability[12], our method uses the first 10 

layers of VGG16 as the deep convolution network, and the back end is a multi-scale feature adaptive 

network. The scale expansion unit is added before each channel's attention. When learning different 
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scale feature maps, different channels are assigned weights to reduce the loss of feature information 

caused by channel competition. After selecting the channel adaptively, dense connection is adopted to 

enhance the ability of multi-scale feature extraction and ensure the integrity of relevant and important 

information in the image. 

3.2. Scale-up Unit 

Scale-up unit is composed of traditional convolution and expansion convolution. Expansion 

convolution not only increases the receptive field, but also reduces the information loss caused by 

channel competition. Through experiments, it is found that when the expansion rate is 2, the head 

information of different scales can be well extracted. The scale expansion unit is shown in Figure 2. 

Traditional

convolution 

Expansion 
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Figure 2: Structure diagram of scale-up unit. 

3.3. Channel Attention 

Convolution can fuse the spatial information of local receptive fields, but ignores the information 

sharing between channels. Using channel attention mechanism can enhance the feature extraction 

ability of convolutional neural network [13]. The channel attention mechanism is shown in Figure 3. 
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Figure 3: Channel attention mechanism. 

Channel attention mechanism pays attention to the effective input of images. Firstly, the spatial 

dimension of feature map is compressed, that is, the global average pooling and global maximum 

pooling are used to aggregate the spatial information, and the obtained feature vector is used as the 

input of the full connection layer, and ReLU is used as the activation function. After passing through 

the next full connection layer, sigmoid function is used as the nonlinear activation function to enhance 

the mutual learning between channels and obtain the output vector. Finally, the input feature is 

multiplied by the output vector to obtain the channel attention feature map F. 

4. Experiments and Analysis 

4.1. Experimental Environment and Dataset 

The algorithm in this paper is trained and tested on Intel 2.4GHz processor under Ubuntu16.04 

operating system, and accelerated by GPU (Tesla V100). The experimental framework adopts PyTorch. 

In the process of network model training, the Batch Size is set to 256, the Learning Rate of the network 

is 10-5, and the variance is set to 0.01. 

The algorithm in this paper is compared with other mainstream algorithms on ShanghaiTech and 

UCF_CC_50 datasets. 
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4.1.1. ShanghaiTech 

ShanghaiTech consists of 1198 images and 330,165 annotations. According to different density 

distributions, the data set is divided into two parts: Part_A and Part_B .. Part_A is a picture randomly 

selected from the internet, and Part_B contains a picture taken from a busy street in Shanghai. Part_A 

is much denser than part _ b. 

4.1.2. UCF_CC_50 

UCF_CC_50 is the first truly challenging data set, which was created by public network images. It 

includes distortion of different perspectives in various densities and different scenes, such as concerts, 

protests, stadiums and marathons. Considering that there are only 50 images in the data set, five-fold 

cross-validation protocols are applied to them. Because of the small amount of data, even the most 

advanced CNN-based method is far from the best result. 

4.1.3. WorldExpo10 

WorldExpo10 is a large data-driven cross-scene crowd-count dataset collected from the 2010 

Shanghai WorldExpo, consisting of 1132 annotated video sequences captured by 108 surveillance 

cameras. It contains 3920 frames in total, with a size of 576×720 and 199, 923 comments. 

4.2. Evaluation Indicators 

Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are usually used as evaluation 

criteria in population counting research. MAE reflects the accuracy of the model, while RMSE reflects 

the robustness of the model. The specific calculation method is as follows: 
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Where N is the number of test set images; they are the predicted density map and the real density 

map of the crowd counting scene, Defined as follows: 
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And Pi,j is the pixel at (I, J) of the generated density map. Represents the estimate of image Xi. 

4.3. Results and Analysis 

Compared with other mainstream methods in ShanghaiTech data set, the experimental results of 

this algorithm show better performance on both Part_A and Part_B. Specific comparison results are 

shown in Table 1. 

Table 1: Comparison of different algorithms on ShanghaiTech dataset. 

Method 
Part_A Part_B 

MAE RMSE MAE RMSE 

MCNN 110.2 173.2 26.4 41.3 

Switch-CNN[14] 90.4 135 21.6 33.4 

ACSCP[15] 75.7 102.7 17.2 27.4 

PCC Net[16] 73.5 124.0 11.0 19.0 

MSFANet(OURS) 77.5 113.2 10.7 16.9 

Compared with other mainstream crowd counting methods, the experimental results on 

UCF_CC_50 data set show that our method has better crowd counting performance. The specific 

comparison results are shown in Table 2. 
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Table 2: Comparison of different algorithms on UCF_CC_50 dataset. 

Method MAE RMSE 

MCNN 377.6 509.1 

Switch-CNN 318.1 439.2 

CSRNet 266.1 397.5 

PCC Net 240.0 315.5 

MSFANet(OURS) 241.2 313.6 

Compared with other mainstream crowd counting methods, the experimental results on 

WorldExpo’10 data set show that our method has better crowd counting performance. The specific 

comparison results are shown in Table 3. 

Table 3: Comparison of different algorithms on WorldExpo10 dataset. 

Method 
World-Expo'10 

Sce1  Sce2   Sce3   Sce4   Sce5   Avg  

MCNN 3. 4  20. 6  12. 9  13. 0  8. 1  11. 60  

Switch-CNN 4. 4  15. 7  10. 0  11. 0  5. 9  9. 40  

CSRNet 2. 9 11. 5 8. 6 16. 6 3. 4 8. 6 

ACSCP 2. 8  14. 5  9. 6  8. 1  2. 9  7. 58  

MSFANet(OURS) 2. 6  11. 9  9. 2  9. 7  3. 1  7. 30  

4.4. Visualization 

The method in this paper has superior performance in solving the problem of different head sizes 

and keeping details in the process of crowd counting. As shown in Figure.4, in two very dense scenes, 

this method can generate density maps almost the same as the real density maps, and estimate numbers 

closer to the real population. Thereinto, figure (a) is an original image extracted from PartA of 

ShanghaiTech, figure (b) is the corresponding real density map, and figure (c) is the predicted density 

map generated by MSFANet. The method in this paper predicts that the details of density map (c) are 

more detailed, and the contour of background and foreground distinction is more obvious. 

   
(a) 

   
(b) 

   
(c) 

Figure 4 Visualization of feature maps: (a) Input image, (b) Before segmentation infusion, (c) After 

segmentation infusion. By infusion segmentation information into the counting network, we are able 

suppress background regions.  Note that in the density maps, red color indicates high density and blue 

color indicates low density. 
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5. Conclusions 

Aiming at the problems of scale change in crowd counting and competition in multi-scale feature 

fusion, this paper studies and proposes a multi-scale feature adaptive network. The proposed multi-

scale feature adaptive network combines expansion convolution with traditional convolution, which 

effectively solves the problem of information loss caused by channel competition in channel selection 

of multi-scale features, and improves the robustness of the network to different scales. Finally, 

experiments show that the algorithm proposed in this paper is suitable for a variety of scenarios, and 

has achieved good results on a number of data. However, at present, crowd density estimation is mostly 

based on static images, and online prediction based on video stream is needed in practical applications. 

Therefore, the next step is to further enhance the robustness of the network to scale changes and 

improve the real-time performance of the crowd counting network. 
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