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Abstract: With the electric power information network system has been popularized to all aspects of 

life, and its accompanying problems also come one after another, that is, its internal and external inva-

sion ways are diversified, then the information security problems will affect the national economy, in-

frastructure and many other livelihood issues. On the one hand, the information security of power net-

work needs the general characteristics of computer information security, while considering the char-

acteristics of high security. According to the structure of power information network, this paper pro-

poses an intrusion detection model to detect power information network, which uses both deep learning 

theory and cloud computing platform. This model not only uses parallel anomaly detection and misuse 

detection methods, but also can deal with the problem that a single misuse detection model can't detect 

new attack variants. At the same time, it can capture a large number of data flows of power infor-

mation network, learn and extract the essential characteristics of data flows through the deep feature 

learning and extraction ability of deep learning, and quickly and accurately detect through the plat-

form Invasion. Based on the analysis of all kinds of intrusion behaviors in power information network, 

this paper proposes a data extraction and analysis method based on Hadoop, which improves the ac-

curacy of intrusion detection by analyzing massive captured data flow packets and generating charac-

terization data. At the same time, considering the important factors affecting the detection of power 

information network intrusion feature selection, we study the automatic encoder algorithm using spark 

platform. According to the experimental results, it is found that this method can improve the feature 

selection of power intrusion detection system. 
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1. Introduction 

Sound power information network is very important for the long-term development of the society. 

According to the characteristics of power production in China, power information network can be di-

vided into power information management system and power operation control system. From the cur-

rent situation, the power information management system has developed its own customized security 

management system. When the power information network works, at the same time, the network fire-

wall and anti-virus software set up on the computer will also work at the same time. The relevant per-

sonnel of the power grid can detect the work of the power information network in real time. At the 

same time, the electronic computer will back up the important power information data, in order to pre-

vent the loss of power due to the lack of data. In addition, technicians use the power operation control 

system to operate all the power facilities through the special software of the relevant enterprises. The 

staff can check the operation of the equipment according to the operation data obtained from the opera-

tion of the equipment, which can not only reduce the manual operation, but also reduce the probability 

of safety accidents for the staff by the unified operation of the computer, greatly increased the efficien-

cy of power enterprise operation. However, the electric power information network is not equipped in 

many small electric power enterprises. Due to the lack of funds, the electric power information network 

of many enterprises has not installed the basic firewall and anti-virus software, not to mention the 

backup of data, which greatly increases the probability of accidents in the electric power information 

network, and there will be certain security risks [1-4]. 

At present, the security risks in the field of electric power information network mainly include the 

following points: first, electronic computers require technical personnel to have very professional tech-
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nical ability, and relevant technical personnel need to have excellent professional technical ability to 

operate the electric power operation control system [5]. In today's society, electric power information 

network operation technicians lack of professional knowledge of electric power information network 

operation, so it is difficult to operate the electric power operation control system efficiently and accu-

rately, which to a large extent causes the instability of electric power control system operation and af-

fects the electric power operation control work. Secondly, many managers of electric power enterprises 

do not attach great importance to information security management, and the leakage of this information 

data will cause great economic losses. Because of the lack of information security awareness and pre-

vention concept, the staff of electric power enterprises ignore the information security system for their 

own convenience or careless mistakes, so they are used as crime tools by network crime. Therefore, the 

lack of awareness of employees and its consequences will inevitably lead to the company's information 

and security into an irreparable dangerous state. In addition, the data in the power information network 

system is also relatively weak management; the power information network will leak out the data in its 

system and affect the normal operation of the power enterprise. Third, the leakage of data management, 

most enterprises use the database management system to save the database data, this data storage 

method is plaintext storage, which means that the data is easy to leak in the storage process, it must get 

the storage medium of the power enterprise when extracting the data, which will make all the infor-

mation data in the medium be read, which affects the safety of the data Sex. At the same time, many 

power information network security defense software is not equipped, so hackers can directly bypass 

the firewall and read system information, and some power information network software and hardware 

providers can enter the power information network system background to easily read data. Therefore, 

in the electric power information network, the careless data preservation will directly lead to the leak-

age and damage of the electric power information network data, thus affecting the economic loss of the 

electric power enterprises [6-14].             

The breakthrough of technology in the field of deep learning is mainly traced back to neural net-

work model, and the theory of deep learning is mainly formed by imitating the reflection of human 

brain on every layer of objective things. Different from neural network model, deep learning model can 

solve the over fitting problem of multilayer neural network. The depth model is mainly constructed by 

multi-layer neural network. In the neural network model, there is no connecting line between nodes of 

the same layer, but the layers will be connected. The learning of the network is trained by greedy algo-

rithm. When the training of the network layer reaches the specified accuracy requirements, the next 

layer will be trained. At the same time, through research and investigation, it is found that Hadoop is a 

distributed system model framework that allows users to develop distributed programs in a simple pro-

gramming mode without knowing the underlying details. 

This paper uses spark platform, which uses HDFS storage layer of Hadoop to store data permanent-

ly. Spark can directly reuse the workload of working data set in cluster computing, put the workload 

into memory cluster computing and optimize it. At the same time, memory cache data set, which 

shortens the data anti-counterfeiting delay. Also, through such a theoretical overview, the elastic dis-

tributed data set can be separated from the spark- based data processing system. In this paper, the spark 

cloud computing platform and the self-encoder network intrusion detection power system are used, and 

the parallel model design is adopted. In each self-coding network, the assigned network connection 

record sample files are trained iteratively. The initial weights of each self-coding network are randomly 

generated by the central node, and the updated weights are all processed by the central processing sec-

tion point to update [6].  

In a large number of high-speed power information network data, the two main factors that affect 

the ability of power information network intrusion detection system are the number of connection rec-

ords and the performance of selection and classification. Considering these two important factors, this 

paper studies the feature selection method and BP classifier optimization algorithm, puts forward the 

deep learning method based on spark to detect the intrusion of power information network, and puts 

forward the corresponding optimization parallel algorithm, designs and implements a multilayer auto-

matic encoder algorithm based on BP algorithm and DBN parallel optimization.             

With the rise of internet technology, a large number of enterprises transfer their core business to the 

Internet, so network security has become an inevitable important issue for the people [7]. Generally 

speaking, ordinary enterprises usually set the first defense line of security as firewall. However, with 

the gradual maturity of hacker technology, intrusion means and technology have become increasingly 

complex. Simple firewall strategy has been unable to protect the security of many departments, so the 

defense network has become increasingly difficult, and more stable means should be designed to de-

fend. At the same time, in the face of the increasingly complex network environment and atmosphere, 
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various devices need to constantly upgrade the system, which makes the company's network manage-

ment personnel more and more responsible, and the carelessness of the administrator will cause major 

security risks. In the current network environment, intrusion detection system has become a new focus 

of security issues, not only people pay more and more attention to its security awareness, but also it has 

played a very important role in many enterprise network environments. 

2. Intrusion Detection Analysis of Power Information Network 

2.1. Principle of Intrusion Detection 

The detection part is a very important part of P2DR intrusion detection security management model, 

which extends and does not fill a security function of firewall. Compared with other border security 

measures, intrusion detection model is the core of P2DR model. Detection can help network managers 

understand and analyze dynamic network data flow in real time.             

Network intrusion is a very broad concept, which not only includes the hacker who has obtained the 

illegal control of the system, but also includes many behaviors such as collecting vulnerability infor-

mation and refusing to access DOS, which do harm to the computer hardware and software system. 

Intrusion detection DOS is an intrusion detection behavior. It collects and analyzes the information of 

many key points in the computer network system, so as to judge whether there is any sign of behavior 

attack by non-security policy in the network system. With the rapid change of computer network and 

the complexity of its structure, people put forward higher requirements for security risk control. At 

present, detection and corresponding infrastructure based on intrusion detection behavior is the most 

effective way for dynamic control and management of security and persuasion protection, and corre-

sponding intrusion detection has also become the infrastructure of network security.             

Intrusion detection technology is a technology to detect the abnormal behavior of computer system, 

which is designed to ensure the security of computer network system. Intrusion detection system de-

tects intrusion behavior by checking network traffic and various system events, such as system call, 

CPU utilization and file operation. 

2.2. Analysis of Power Information Network Based on Cloud Computing 

At present, the development of cloud computing has been expanding to different application areas, 

followed by security and privacy issues in the cloud environment are gradually highlighted [8]. Tradi-

tional security protection methods have been unable to meet the current complex cloud environment 

detection needs. It is limited in response speed, detection range and system scale. So how to build an 

efficient intrusion detection system in the cloud environment is a very important research direction in 

the field of intrusion detection [9].            

At present, the security technology applied in the cloud needs to solve various challenges such as 

high concurrent access, scale data, 24-hour service availability, software compatibility, etc. the future 

development direction of intrusion detection also becomes how to ensure the efficiency and quality of 

cloud services and improve the security of the whole cloud system. At present, most of the traditional 

security detection methods have been unable to meet the dynamic complexity in the cloud environment. 

The traditional security protection technology has many limitations in detection accuracy response 

speed and system scale. The problem of a large number of data processing computational intrusion de-

tection is that at present, the traditional intrusion detection algorithms are only suitable for processing 

small-scale data. When the amount of data increases, the time consumption of traditional algorithms 

will increase because of the speed of calculation, resulting in the computer cannot run, but cloud com-

puting can just avoid this minefield, which can improve the super high-speed computing capacity and 

storage capacity, which can be the same as At the same time, cloud computing can build a large-scale 

platform for intrusion detection analysis to improve the security situation of the whole cloud environ-

ment.  

In the cloud environment, large-scale nodes can collect and process cloud security events in a dis-

tributed way, and analyze cloud security events through the cloud intrusion detection and Analysis 

Center, so as to improve the ability of collecting and processing security events in real time. At the 

same time, if the traditional intrusion detection algorithm can be parallelized to improve the running 

speed and applied to the cloud environment, many challenges faced by the intrusion detection will be 

resolved. Cloud computing is a very important research field which represents an important trend of the 
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future development of information industry, so we consider to combine many algorithms of intrusion 

detection with cloud computing platform, which can expand the application scope of cloud computing 

and improve the performance of intrusion detection technology to achieve a qualitative leap [10-11]. 

2.3. Parallel Design of Automatic Encoder Network Based on Spark Cloud Computing Platform 

Sparse self-encoder is an unsupervised network learning algorithm, which uses back propagation 

algorithm to adjust the input and output values to make them equal. The hidden layer in the network is 

a general expression of input data information [12-14]. The internal structure of the self-encoder hidden 

layer network is shown in Figure 1 below: 

 

Figure 1: Structure of automatic encoder 

As shown in Figure 1 above, 1L layer mapping to 2L layer represents the feature mapping from n di-

mension to m dimension, in which layer 1L is the input vector of n dimension, and [0,1]nx its mapping 

to layer is [0,1]my , what's more m n , when the activation function selects sigmoid function: 

( ) ( )y f x s Wx b                          (1) 

In the above equation  = ,W b  is the expression of network parameters, W is a dimension weight 

matrix m n , where b is the offset vector. 1L map to 2L layer and then get reconstruction vector [0,1]nz

according to inverse mapping. The expression of inverse mapping is: 

'

'(y) s(W )Tz g y b                       (2) 

It is worth mentioning that ' '{ , }TW b  , TW is the transposed weight matrix, 'b is expressed as off-

set vector. The goal of network training is to minimize the error between the reconstructed value and 

the original sample. Then the error between each sample  i
x and the reconstructed value  i

z is:
   i i

x z , 

we define the error function as    
( , ),

i i
L x z  then the square error can be expressed as follows: 

2

1

1
( , )

2

i n
i i

i

L x z x z




                           (3) 

By substituting equation (1) (2) into equation (3), we can get the cost function of the weight matrix

W and offset b in the automatic encoder, assuming that the cost function ( , )J W b is defined as: 

  
2

'

1

1
( , )

2

i n
i T i

i

J W b x s W s Wx b b




                      (4) 

Adding other constraints to the cost function of sparse automatic encoder, keep most 2L  layer nodes 
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suppressed, then the cost function of SAE can be expressed as： 

1

( , ) ( , ) ( )
m

sparse j

i

J W b J W b KL  


                      (5) 

It is worth mentioning that j is the output value of the hidden layer,   is the average output value 

of the layer 2L and the penalty factor is  . 

( )jKL   represents the information entropy of  and j  the output values sum. 

KL(ρP𝜌𝑗) = 𝜌 log
𝜌

𝜌𝑗
+ (1 − 𝜌) log

1−𝜌

1−𝜌𝑗
                (6) 

When ( ) 0j jKL    , . Using the gradient descent method, the weight and offset changes are 

obtained, and the following results are obtained: 

(l) (l)

(l)

(W,b)sparse

ij ij

ij

J
W W

W


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
                            (7) 

(l) (l)

(l)

(W,b)sparse

i i

i

J
b b

b


 


                               (8) 

After the training, error back propagation algorithm is needed to fine tune the self-coding network. 

2.3.1. Encoder Parameter Design 

For the connection records in the pre-processed power information network packets, we can reduce 

the data dimension by designing encoder parameters and selecting effective features. The task of en-

coder is mainly composed of training and fine tuning. The connection record training sample can be 

expressed as 
(1) (1) (2) (2) ( ) ( )( , ), ( , ), , ( , )n nx y x y x y ，the sample dimension is d , then the input layer has d

nodes, The binary heuristic method can determine the number of nodes in the hidden layer. The specific 

process is as follows： 

a. The initial number of hidden layer nodes sets the
1

2
number of input layer nodes 

b. From the initial value, the number of convergence iterations and classification accuracy are clas-

sified. 

2.3.2. Training Phase 

The training iteration is set to  , the error condition is represented by e , the penalty factor is repre-

sented as  , and the value between 0-1 is selected randomly as the initial weight and offset value ,W b . 

The first input sample is
11 12 13 1( , , , )d Tx x x x , to calculate the output value 1

(1) 11 12 13 2( , , , )
d

Ty y y y y of 

each hidden layer node according to equation (1), the reconstruction vector
11 12 13 1( , , , )d Tz z z z from 

equation (2), and the updated weight matrix and offset vector from equation (7) (8). Next, other training 

samples update the weight matrix and bias according to the above steps, so as to determine whether the 

actual total error E meets the set error threshold requirements e . If the number of iterations has reached 

the threshold, the training is stopped, and the sparse encoder is fine-tuned again [16-20]. 

2.3.3. Refine Phase 

If the error back propagation algorithm is used to fine tune the automatic encoder, the cost function 

expression becomes: 

J(W, b: x, y) =
1

𝑛
∑ (

1

2
𝑃ℎ𝑊,𝑏(𝑥(𝑖)) − 𝑦(𝑖)𝑃2)𝑖=𝑛

𝑖=1                    (9) 

( , : , )J W b x y  express as mean square error in supervised network training, x is sample input, y is 

solved target value，
( )

, ( )i

W bh x is network output. For the W and b partial derivatives of the sum

( , : , )J W b x y , the updated formula of the sum of weights is obtained: 
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(l) (l)

(l)

(W,b)
ij ij
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w



 
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                        (10) 

(l) (l)

(l)

(W,b)
ij ij

ij

J
w w

w



 


                        (11) 

 represents the learning rate, 
(l)

ijW represents the connection weight from the i node at the l layer to 

the j node at the 1l  layer. 
j

ib represents the offset of the l layer i node. In the training stage, the 

weight of the encoder will be adjusted by the above two equations, so the adjustment process of the 

encoder can be regarded as the training process of BP neural network. 

In this paper, the automatic encoder identification intrusion detection technology can be divided in-

to two parts: the first part is to calculate the output of hidden nodes according to the input, and set the 

number of input samples as N, m as the sample dimension, L is the hidden layer node, so the time 

complexity of time calculation is O (NML); the second part is to update the encoder weight through the 

previously calculated complexity, which is also o (NML). The computing time will increase greatly 

with the increase of the number of samples, the dimension of samples and the number of hidden nodes. 

Therefore, the parallel implementation of the automatic encoder algorithm can improve the operation 

speed by allocating the calculation scale, thus reducing the requirements of the algorithm on the com-

puter memory and processing capacity. The parallel encoder algorithm based on spark proposed in this 

paper can be divided into two parts: the first part is to calculate the hidden layer output of information 

data set and calculate the output of all hidden layer nodes in parallel; the second part is to reduce the 

weight of the same key value and update the weight in parallel [20-24].  

3．Optimization of BP Neural Network Based on DBN 

BP network uses its feedforward network model to learn and store a large number of mapping rela-

tionships between input and output patterns, which can be applied to classification and prediction. BP 

network is generally composed of three layers. Each layer is connected by weight. The process of 

learning and training mainly includes forward weight calculation and reverse error propagation. Be-

cause BP network is very dependent on the initial set of weights, it is easy to fall into the local mini-

mum [25-28]. At the same time, its convergence speed is very slow, resulting in a long training time. In 

view of these shortcomings, many improved BP algorithms have been proposed. In order to solve the 

problem that BP network is very sensitive and dependent on the initial weight, researchers propose a 

global search strategy based on the global search algorithm in the value space. At present, the typical 

algorithms are mainly based on genetic algorithm, ion swarm algorithm, ant colony algorithm and other 

intelligent algorithms. In consideration of the slow convergence speed, the researchers put forward an 

improved algorithm based on BP algorithm to drive the variable term to change the step length adap-

tively. In this way, the disadvantages of BP network can be effectively solved, and the global minimum 

can be solved efficiently to avoid too many iterations [29-30]. 

Boltzmann machine is a kind of energy model including the visible layer and the hidden layer with 

no connection between the nodes of the layers. n and m are the number of neurons in the visible layer
1

( ) exp( ( , ))
( ) h

P v E v h
Z

 


  and the hidden layer h , respectively. v and h represent the state vectors of 

the visible layer and the hidden layer. For a given RMB state vector, the energy of RMB is defined as: 

1 1 1 1

(v,h )
n m n m

i i j j i ij j

i j i j

E a v b h vW h
   

                      (12) 

The parameters in the equation are RBM, which ijW are the connection weights of the i  visible unit 

and the j  hidden layer unit. ia represent the offset of the i  visible unit and the j is hidden layer 

unit jb . The joint probability between visible layer and hidden layer is: 

1
( , ) exp( ( , ))

( )
P v h E v h

Z
 


                       (13) 

Where ( )Z   is the normalization factor, ( ) exp( ( , ))
v

Z E v h   . The distribution of observation data 
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defined by RMB ( )P h  and ( )P h  ： 

1
( ) exp( ( , ))

( ) v

P h E v h
Z

 


                       (14) 

1
( ) exp( ( , ))

( ) h

P v E v h
Z

 


                       (15) 

To maximize the marginal distribution of RBM, the parameters of RBM can be obtained. Generally 

speaking, we use the method of maximum likelihood function to solve the problem. If there is a sample

N , the maximum likelihood function can be expressed as: 

1

1
( ) log ( )

N

n

L P v
N

 


                             (16) 

In this paper, the random gradient descent method is used to solve the maximization ( )L  , in which 

the partial derivation ( )L  about  can be obtained as follows: 

( )
( , )

( ) ( )

( , )
1

( ( , )) ( ( , ))
( )n

P v h

n nN

P h v
n

E v h E v hL


 

  

   
     

  
              (17) 

The mathematical expectation P is expressed in inequality of distribution. When ( )( , )nP h v  the vis-

ible element is known as ( )n
v , the probability distribution of the hidden layer and the joint probability 

distribution of the visible element and the hidden layer element are represented as ( )( , )nP h v  . When 

calculating this term P , it is difficult to get the unbiased estimation of the sample due to the existence 

of the normalization factor, so the contrast divergence algorithm is used to reconstruct the sample data 

for approximate sampling. As shown in Figure 2 below, the structure model of BP network based on 

DBN is composed of two RBMs. After the first RBM is trained, the output of the first RBM is taken as 

the input of the second RBM. After the second RBM is trained, the BP algorithm is used to fine tune to 

achieve the purpose of optimizing the BP network classifier.  
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Figure 2: Structure of BP network based on DBN optimization 

DBN-BP algorithm is mainly composed of two parts, the first part is to train one by one using con-

trast divergence algorithm; the second is to train BP neural network. The algorithm flow of contrast 

divergence is as follows: 

Input: training sample x, number of explicit layer units expressed as
( )i

nV , number of hidden layer 

unit is
( )i

nH s, number of iterations is  , error as , learning rate as   
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Output: connection weight matrixW , display layer unit offset 'a , hidden layer unit offset 'b . 

1) Through Gaussian distribution, the connection weights a and offset b  between 0-1 are generat-

ed, 
'a a and 

'b b , the sample values are input. 

2) According to the Gibbs sampling method, the input data is sampled to make the reconstructed 

data close to the real sample data. In other words, the probability p  of hidden nodes is calculated by 

the equation, and a random number 
'p between 0-1 is generated at the same time. When

'p p , the 

value of the hidden node is set to 1, otherwise it is 0. 

3) After getting the probability value of the hidden layer node, the reconstruction value of the ex-

plicit layer node is calculated. The calculation method depends on 2) 60%, and the cyclic sampling 

updating calculation twice approaches the real value. 

4) Update parameters for RBM. Update formula to
1 1 1 2 2 2( ( 1 ) ( 1 ) )T TW W P h v v P h v v     ,

' '

1 2a a + ( )    , ' '

1 1 2 2b b + ( ( 1 ) ( 1 ))P h v P h v    . 

5) Take down one sample data, repeat 1) - 4). 

6) Step 2) - 5) repeat iteration  times. 

7) Reconstruction error calculation 
'

1 -NE v v , N is the number of samples. If ,E   stop 

training the RBM of this layer and train the next RBM, otherwise continue the iteration.        

The fine-tuning process of BP algorithm is as follows： 

Input: weight sample
'

0x after DBN structure optimization, initial weightW , learning rate
' , itera-

tions number 
'      

Output: update the weight 
'W after iteration through network, hidden layer offset a and output layer 

offset b. 

1) Initialization of BP neural network. The number of input layers in BP network is the number of 

output layers of the second RBM, that is
( )l

nH , the second RBM l . The number of output layers is q . If 

each cell is 0 or 1, then the q  number of cells can be expressed as 2q  category. The number bh of 

hidden layer elements is determined by formula
1

( ) 2( )l

b nh H q c   , where c is constant. Sigmoid 

function is the activation function of hidden layer unit and output layer unit. If the actual output of 

output layer unit is greater than 0.5, it is set to 1, otherwise it is 0. 

2) The signal is going forward. The output of the j-th unit of the hidden layer and the k-th unit of 

the output layer are calculated by the equation

( )

( )

0 0

1

( )

l
nH

j i

ij j

i

h x w a


  and (k) ( )

0 0

1

( )
lh

i

jk k

j

O h w b


  . Then 

the error between the actual output of the k-th unit and the target output is
( ) ( ) 2

0 arg

1
( )

2

k k

t ete O O  . 

3) Error back propagation. The negative gradient algorithm is used to calculate the sample W𝑤、

W𝑎、W𝑏 to minimize the total error of the sample, and the weights and offsets are modified according 

to the equation 𝑎′ ← 𝑎′ + 𝑢′𝑊a, 𝑏′ ← 𝑏′ + 𝑢′𝑊b and 𝑊′ ← 𝑊′ + 𝑢′𝑊W. 

4) When the total error can meet the given threshold error or reach the number of iterations, the 

training of BP network will be stopped immediately, otherwise repeat step 2) - 3) 

4. Experimental Results and Analysis 

4.1. Description of Experimental Environment 

Experiment preparation Description: build a spark platform composed of four nodes in the labora-

tory. Each node machine is configured with Intel (R) core (TM) i5-2400 4-core CPU @ 2.60GHz, 

2gbram, Ubuntu 14.04.1 LTS, Hadoop version 2.5.1, spark version 1.3.1. 
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4.2. Test Data Set Description 

All the data sets used in this paper are from the network traffic audit log data of a power enterprise. 

At the same time, in order to increase the data of all kinds of intrusion behaviors, a part of security au-

dit data set is added to the data set after analysis and processing on Hadoop platform to form the intru-

sion detection data set in this paper. This data set uses 2 million network traffic as training Data, while 

the other 1 million data sets are test data sets. There are four types of intrusion: port scanning attack, 

DoS attack, local user's unauthorized access and remote host's unauthorized access. Among the 39 

types of intrusion attacks found, there are 22 kinds of training data set provided this time. It is worth 

mentioning that each record has 53 dimensional attributes, and the last attribute is its category. Data is 

generally composed of the following four aspects: first, fully consider all the basic characteristics of 

network connection: such as destination IP address, source IP address, source port, destination port and 

other attribute fields. Second, consider the content characteristics of network connection: the data part 

of the data package contains the user's remote access and operating system sensitive file instructions 

and login system password and other information. Third, consider the time characteristics of traffic: 

Based on the time correlation of network attacks, some connections with the connection within 2S be-

fore the current connection are counted, assuming that the percentage of the same host and service type 

with the current connection within 2S, etc. Fourth, fully consider the traffic statistical characteristics of 

the specified host: the actual network attack behavior will be longer than the time span of 2S. In order 

to find out the attack, count the relationship between the 100 connections before the current connection 

and the link, for example, count the percentage of the same host and service type between the first 100 

connections and the current connection. The format of a normal and an abnormal network connection 

data is shown below. 

192,112,211,25,202,206,187,45,4532,80,31,2,tcp,smtp,0,1684,363,0,0,0,0,01,0,0,0,0,0,0,0,0,0,0,1,1,

0.00,0.00, 0.00,1.00,0.00,0.00,104,66,0.63,0.03,0.01,0.00,0.00,0.00,0.00,0.00,normal. 

192,119,131,65,202,206,225,130,7642,25,24,0,tcp,private,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,38,

1,0.00,0.00, 1.00,1.00,0.03,0.55,0.00,208,1,0.00,0.11,0.18,0.00,0.01,0.00,0.42,1.00,portsweep. 

Because the data contains discrete and continuous data. So, we need to standardize and normalize 

the data in order to fit the input of neurons and avoid the situation of large numbers eating decimals. 

4.2.1. Data Standardization 

The input of neural network must be numerical data, and the attribute field is the unified coding of 

the character type. In general, dictionary sorting is used to assign ordinal numbers to character fields. 

At present, there are three types of protocols: TCP, UDP and ICMP. The sorted results are ICMP, TCP 

and UDP. As shown in Table 1, other character fields are standardized in the same way.  

Table 1: Protocol type coding method 

Character attributes Coded number 

TCP 3 

UDP 2 

ICMP 1 

Data normalization: The size range of the data is normalized to the interval [0,1], and the data
- min

max- min

a
a   is normalized using the equation. It is worth mentioning that a  represents the value of 

the property field, max and min represents the maximum and minimum values of the property field 

respectively.  

Description of evaluation index: If there are M pieces of normal network behavior and N pieces of 

attack behavior data in the test sample set, then the trained intrusion detection model can correctly 

identify 'm the normal network behavior records and the 'n  attack behavior records, then the overall 

accuracy of the test sample data set can be expressed as
, ,

e

m n
R

m n





, the false alarm rate as

,-
w

m m
R

m
  

and the missed alarm rate
,-

l

n n
R

n
 . 

4.2.2. Performance Test of MR_DBN_BP Algorithm 

Data sample set construction:  

Because there are relatively few R2L and U2Rin the whole KD data set, the training set and test set 
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can be divided into sample data sets according to the ratio of 3:1, as shown in Table 2: We randomly 

select 6590 network connection data as sample data sets. 

Table 2: Sample data 

        Connection record 

Sample data 

Normal record Attack record 

Dos Probe U2R R2L 

Training sample data set 2500 1500 600 40 300 

Testing sample data set 835 500 200 15 100 

The sample data contains continuous discrete values, so in order to standardize and normalize the 

data, it is necessary to code the category of the records so as to make the BP classification correct. 

Training parameter setting of experimental method: Compared introducing steepness factor  with 

BP method, PSO-BP method and GA-BP method, the network parameters are set as follows: the num-

ber of RBM in DBN network is set as 2, and the number of nodes is 53-22-121000 as the number of 

iterations.  

4.3. Experimental Results and Analysis 

As shown in Table 3, this method and the other three traditional methods are compared in three as-

pects: false alarm rate, detection rate and false alarm rate. 

From the experimental data in the table, we can know that: in the case of a single machine, the de-

tection time of BP network based on DBN optimization is slightly longer than the other three existing 

methods, but because DBN method can select more essential features in the data more accurately dur-

ing training, so the detection accuracy is higher than other methods, and at the same time, it is also very 

effective to reduce the detection error rate and missing detection rate.  

Table 3: Comparison of BP network detection rate with other optimization methods 

Connection      

          Record 

Sample data 

Normal 

record 

Attack record Detection rate ( % ) Detection 

time(s) Dos Probe U2R R2L 
cR
 wR

 LR
 

835 500 200 15 100 

 BP 789 462 169 8 76 91.15 5.51 12.23 19.84 

PSO-BP 817 491 178 10 87 95.94 2.23 6.01 21.09 

GA-BP 823 487 185 11 89 96.67 1.47 5.33 20.18 

DBN-BP 826 496 189 10 93 97.82 1.13 3.36 21.25 

As shown in Figure 3, we show the relationship between the number of iterations and the mean 

square error of the DBN based BP network algorithm in single machine mode and the training on the 

spark platform.  

M
S

E

1.E+01

1.E+00

1.E-01

1.E-02

1.E-03

1.E-04
0          200        400        600       800        1000        1200       1400

Iteration  number

One machine

Spark platform 

 

Figure 3: The training contrast relationship of DBN_BP 

According to Figure 3, it takes longer to train DBN_BP under a single machine, and many iterations 

are needed to reach the established goal requirements. However, in the cluster experiment, three nodes 

in the experiment can train DBN_BP at one time, so that the goal requirements can be achieved with 

very few iterations.             

In a very ideal situation, the acceleration ratio and expansion rate of parallel cloud computing sys-

tem are set to 1, which cannot reach the ideal state in practical application due to the time signal trans-

mission delay between nodes. At the same time, because of the increase of data set, the expansion rate 
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of cluster will decrease with the increase of data set. With the increase of the number of cluster nodes, 

the communication overhead between nodes increases gradually, and the acceleration ratio of the sys-

tem also decreases. As shown in Figure 4, the growth rate of the acceleration ratio of MR_DBN_BP 

algorithm decreases with the increase of the data volume of the experimental data set. As shown in 

Figure 5, the decline slope of the algorithm's expansion rate also decreases. From the above analysis, 

the proposed MR_DBN_BP algorithm performs well in all expansion indexes. 

 

Figure 4. The accelerate of MR_DBN_BP Algorithm 

 

Figure 5. The expansion rate of MR_DBN_BP Algorithm  

5. Conclusions 

With the development of Internet technology and the high-speed development of power information 

system in China, the information security problems in power information system are gradually high-

lighted. Because the security threats generated by the Internet are more complex and diversified, the 

current security issues have greatly affected the production and normal operation of the power system. 

In the infrastructure of national economy, electric power information network is very important, which 

to some extent determines that information network should not only consider the characteristics of 

computer information security, but also consider the characteristics of high security requirements. In 

this paper, by analyzing the intrusion threats in the current power information network, and in-depth 

research and exploration of the power information network intrusion detection methods that have been 

studied, in the case of thorough study of the current power information network structure, fully com-

bining the advantages of anomaly detection and misuse detection mode. This paper proposes an intru-

sion detection model based on deep learning and cloud computing. This paper not only analyzes all 

kinds of intrusion behaviors in the current power information network, but also puts forward a method 

of data packet extraction based on Hadoop platform, which is based on the factors of traffic, protocol 

and time. This method analyzes a large number of captured data packet characterization data and im-

proves the accuracy of intrusion detection. The spark cloud computing platform with four nodes can 

provide a good technical service and performance test for the theory of power network information 

intrusion detection technology based on cloud computing. We process the data set through standardiza-

tion and normalization, and input the processed data into the neural network unit. A large number of 

experimental data and tests show that this method can meet a large number of high-dimensional power 

network intrusion detection data and provide a large number of computer resources to make real-time 
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detection. 
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