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Abstract: The recognition of fighting behavior has been widely applied in various video-based domains. 
In the field of public safety, accurate and timely identification of fighting behavior in videos is crucial 
for making prompt decisions regarding such incidents. Among existing behavior recognition models, 
the SlowFast model has emerged as one of the most popular algorithms due to its dual-stream structure. 
However, its focus on local features limits its ability to extract global features, resulting in suboptimal 
classification accuracy. To address this issue, this paper proposes a fighting behavior recognition 
model incorporating an attention mechanism, which enhances the model's capability to identify 
behaviors more effectively. Compared to mainstream behavior recognition models, the proposed model 
demonstrates improved accuracy, offering valuable insights for addressing sudden incidents. 
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1. Introduction 

Behavior recognition can be applied in video surveillance systems and security domains. By 
automatically analyzing and identifying the behavior of individuals or objects, it enables real-time 
detection, anomaly identification, and event forecasting. SlowFast is a deep learning architecture 
designed for video understanding, aiming to enhance the efficiency and accuracy of video analysis and 
action recognition. Traditional video analysis methods often process each video frame independently, 
leading to significant computational costs when handling high-resolution videos. However, actions in 
videos typically occur in localized regions, while other areas remain relatively static. To process video 
data more effectively, researchers have explored leveraging the temporal information and varying 
motion speeds within videos to improve video analysis. The core idea of the SlowFast network is to 
introduce two pathways with different speeds to process video data. One pathway, known as the Slow 
Path, samples the video at a lower frame rate to capture global motion and spatial details. The other 
pathway, known as the Fast Path, samples the video at a higher frame rate to capture rapid actions. By 
simultaneously utilizing both the Slow Path and the Fast Path, the SlowFast network can fully exploit 
the temporal information and varying speeds of motion within the video. The Slow Path provides more 
contextual information and accurate pose estimation, while the Fast Path better captures instantaneous 
actions. This dual-path structure enables the SlowFast network to excel in video understanding tasks, 
including video classification, action detection, and video segmentation. By introducing the SlowFast 
network, researchers have achieved outstanding performance across multiple video understanding 
benchmark datasets. The research on the SlowFast network has provided new ideas and methods for 
deep learning algorithms in the video domain, making significant contributions to achieving efficient 
and accurate video analysis[1]. In contrast, other researchers advocate for using 3D convolutions to 
directly extract spatiotemporal features from video clips for action recognition.[2] A classic 2D 
convolution-based method for action recognition is the spatiotemporal dual-stream CNN, which utilizes 
optical flow to capture temporal information between video frames. Compared to 2D convolutions, 3D 
convolutions introduce an additional temporal dimension, facilitating end-to-end feature extraction and 
classification.[3] 

The SlowFast model is based on convolutional neural networks, with its feature extractor modeled 
through multiple convolutional layers and spatial pyramid pooling layers, which excel at capturing 
local features. However, human actions often interact with surrounding individuals or background 
objects, leading to correlated features. Therefore, during the feature extraction process, it is essential to 
consider not only local features but also global features, interaction features, and other related 
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information. The SlowFast model extracts local features through its temporal slow and fast channels, 
but it cannot capture other behavior-related features, which limits the model's recognition performance. 
Therefore, this paper improves the SlowFast action recognition model by enhancing its multi-feature 
information extraction capability. An attention mechanism is added to increase the network's receptive 
field and classification ability, thereby improving the model's classification accuracy and recognition 
performance. This improvement provides valuable reference for other behavior recognition models.[4] 

2. Network Model 

2.1 Slowfast 

SlowFast is derived from the approach of processing visual information at different speeds in videos. 
In a video, some actions and detail changes occur slowly, while others happen more quickly. Based on 
this, the SlowFast model introduces two paths with different speeds, specifically designed to process 
slow and fast visual information. The network model is shown in Figure 1.By merging the slow and 
fast paths, the SlowFast model can better handle visual information at different temporal scales within 
the video, thereby improving the performance of video understanding tasks. 

 
Figure 1: SlowFast Network Architecture 

SlowFast is inspired by the types of retinal ganglion cells in primates, where approximately 80% of 
the cells (P-cells) operate at low frequencies and are capable of recognizing detailed information, while 
around 20% of the cells (M-cells) operate at high frequencies and are sensitive to temporal changes. 
SlowFast introduces a novel fast-slow network architecture, where two branches separately process and 
analyze the temporal and spatial dimensions. The Slow branch has fewer frames and a larger number of 
channels to learn spatial semantic information. The Slow branch uses a larger stride t to sample video 
frames, typically set to 16. For a video with a frame rate of 30, this means that approximately 2 frames 
can be sampled per second, i.e., T=2. The number of channels in the Slow branch is D. The Fast branch 
has a larger number of frames and fewer channels to learn motion information. The Fast branch uses a 
smaller stride of t/α, where α is typically set to 8. Therefore, for a video with a frame rate of 30, this 
means that 15 frames can be sampled per second (αT).The Fast branch maintains a lightweight design 
by using fewer channels (βD), where β is typically set to 1/8. Both the Slow and Fast branches use 3D 
convolutional ResNet models. At the end of each branch, SlowFast performs global average pooling, 
and then the features from both branches are concatenated for classification prediction. 

The features extracted by the Slow and Fast branches need to be fused. SlowFast uses a lateral 
connection to send the features from the Fast branch into the Slow branch for mixing. However, the 
feature dimensions of the two branches are inconsistent (the Fast branch has the shape {αT, S2, βC}, 
while the Slow branch has {T, S2, αβC}). Therefore, SlowFast employs a 5×1×1 3D convolution with 
an output channel of 2βC and a stride of α to transform the data from the Fast branch. 

2.2 Attention Mechanism 

(1) Introducing Self-Attention Mechanism into the Network 

Introducing the self-attention mechanism into SlowFast can capture complex temporal and spatial 
dependencies between video frames, helping the model better understand the relationships and motion 
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patterns across different time frames. The principle is as follows: Let the input video sequence be X, 
with the slow path receiving input Xslow and the fast path receiving input Xfast. For the slow path: 

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ,𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝐾𝐾  ,𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑉𝑉 (1) 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �
𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇

�𝑑𝑑𝑘𝑘
�𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (2) 

For the fast path: 

𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑋𝑋𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑊𝑊𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ,𝐾𝐾𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑋𝑋𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑊𝑊𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝐾𝐾  ,𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑋𝑋𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑊𝑊𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

𝑉𝑉 (3) 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �
𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇

�𝑑𝑑𝑘𝑘
�𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (4) 

Fusion of outputs: 

𝑂𝑂𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶�𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓�𝑊𝑊 (5) 

(2) Introducing the ECA attention mechanism into the network. 

The ECA attention mechanism is a lightweight channel attention mechanism. The SlowFast model 
combines information from both the slow and fast paths, and the ECA attention mechanism helps to 
effectively fuse features across different temporal scales, enhancing the overall model's expressive 
power. Let X be an input feature map with shape (C,H,W). 

Through global average pooling: 

𝑍𝑍𝑐𝑐 =
1

𝐻𝐻 × 𝑊𝑊
��𝑋𝑋𝑖𝑖,𝑗𝑗,𝑐𝑐

𝑊𝑊

𝑗𝑗=1

𝐻𝐻

𝑖𝑖=1

(6) 

A global descriptor vector Z is obtained, with a shape of (C, ). 

The kernel size k is determined using the following formula: 

𝑘𝑘 = Ψ(𝐶𝐶) = �
𝑙𝑙𝑙𝑙𝑙𝑙2(𝐶𝐶)

2
+

1
2
� (7) 

Then, a 1D convolution operation is performed: 

𝑎𝑎 = 𝜎𝜎�𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1𝐷𝐷(𝑧𝑧)� (8) 

The weight a is applied to the original feature map, which retains the shape (C,H,W). 

The improved SlowFast model architecture is shown in Figure 2. 

 
Figure 2: Improved SlowFast Network 
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2.3 Fighting dataset 

The dataset is downloaded from CSDN. It contains a total of six actions. The striking behaviors are 
divided into six categories as shown in Figure 3. The number of instances for each action is shown in 
Figure 4. 

 
Figure 3: Dataset Overview 

 
Figure 4: Statistics of the number of actions for each class in the dataset 

2.4 Focal Loss Function 

In the current fighting action recognition dataset, there may be significant differences in the 
frequency of occurrence across different action categories. Therefore, this paper applies focal loss to 
the aforementioned model to alleviate the class imbalance problem and improve the recognition 
capability for minority class actions. By adjusting the impact of easy-to-classify samples on the loss, 
we can make the training process more stable, leading to better convergence results. In practical 
applications, some actions may frequently appear in video data, while others may be relatively rare. 
This class imbalance can cause the model to favor predicting the common categories while neglecting 
the rare ones. To address this issue, we can use focal loss, a loss function specifically designed for class 
imbalance problems. Focal loss adjusts the impact of easy-to-classify samples on the loss, allowing the 
model to focus more on hard-to-classify and minority class samples. Specifically, it introduces a 
modulation factor and a balancing factor to adjust the weight of the loss function, reducing the 
contribution of easy samples and increasing the weight of hard-to-classify samples. As a result, during 
the training process, the model will focus more on the hard-to-classify categories, thereby improving 
the recognition ability for minority class actions. By applying focal loss, we can make the training 
process more stable and prevent the model from over-relying on samples from common categories. 
This helps improve the model's generalization ability and the recognition accuracy for rare categories. 
Ultimately, this will lead to better performance and outcomes in action recognition tasks. 
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In the SlowFast model, the slow path and fast path extract information at different time scales. For 
the features output by the two paths, focal loss can be applied for supervised learning, allowing the 
model to focus more on hard-to-classify samples when processing information from different time 
scales. Suppose there are N action categories, the actual label is yi, and the model's predicted 
probability is pi, then the focal loss formula can be expressed as: 

𝐹𝐹𝐹𝐹(𝑝𝑝𝑖𝑖) = −𝛼𝛼𝑖𝑖(1 − 𝑝𝑝𝑖𝑖)𝛾𝛾 log(𝑝𝑝𝑖𝑖) (9) 

Here, ai and pi correspond to the category of the actual label yi . 

For each sample, the prediction probabilities pslow from the slow pathway and pfast from the fast 
pathway are first computed, followed by the calculation of the loss. 

The loss for the slow pathway: 

𝐹𝐹𝐿𝐿𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = −𝛼𝛼(1 − 𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)𝛾𝛾 log(𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) (10) 

The loss for the fast pathway: 

𝐹𝐹𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = −𝛼𝛼�1 − 𝑝𝑝𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓�
𝛾𝛾 log�𝑝𝑝𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓� (11) 

The final total loss: 

𝑇𝑇𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 𝜆𝜆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 .𝐹𝐹𝐿𝐿𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜆𝜆𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 .𝐹𝐹𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 (12) 

The above steps ultimately enhance the recognition capability for minority class actions. 

3. Conclusion 

The original network and the improved network were validated on the dataset processed using the 
above steps. Figure 5 compares the learning rate curves before and after the improvement. 

 
Figure 5: The learning rate curves before and after the improvement 

By observing the learning rate curve after the improvement, it is evident that the model's 
convergence speed has significantly increased. The new learning rate strategy enables the loss function 
to decrease more rapidly, allowing the model to approach the optimal solution more quickly. This 
acceleration not only shortens the training time but also improves overall training efficiency, enabling 
the model to achieve higher performance levels in a shorter period. In the end, the improved learning 
rate adjustment method enables the model to perform outstandingly on complex tasks, quickly and 
robustly converging to the optimal solution. 

By training the original network and the improved network on the fighting dataset, a significant 
improvement in accuracy is clearly observed. Specifically, the accuracy of the original network is 
54.92%, while the accuracy of the improved network reaches 85.11%. This substantial increase 
demonstrates that incorporating the self-attention mechanism, the ECA attention mechanism, and using 
the Focal Loss function have greatly enhanced the network's performance for this dataset. The 
self-attention mechanism helps the network better capture global information, allowing for more 
accurate understanding of temporal and spatial features during action recognition. The ECA attention 
mechanism fine-tunes the inter-channel weight relationships, enabling the network to more effectively 
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utilize information from different channels, thereby strengthening its feature representation capabilities. 
Moreover, the Focal Loss function mitigates the influence of easily classified samples, focusing the 
model's attention on difficult-to-classify and minority class samples, thus effectively addressing the 
class imbalance issue. With these combined improvements, the network demonstrates excellent 
performance in handling complex action recognition tasks, achieving an accuracy increase of nearly 
30%. This not only validates the effectiveness of attention mechanisms and Focal Loss in enhancing 
model performance but also provides valuable insights for further research and practical applications. 
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