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Abstract: In order to verify that the model optimized by the mayfly algorithm improves the prediction 

ability of the stock index, this paper will compare and analyse the prediction results of a single algorithm 

model as the benchmark model and the model after the optimization of the mayfly algorithm. Therefore, 

this paper will show the comparative analysis of the prediction results of the optimization algorithm 

model based on the mayfly algorithm. This paper employs mayfly algorithm (MA), which is a newly 

developed algorithm recently, to optimize the algorithm models back propagation (BP), extreme learning 

machine (ELM), and kernel-based extreme learning (KELM) and the long-short term memory (LSTM) 

model for parameter optimization respectively. These algorithm after optimized would be show that is 

MA-BPNN model, MA-KELM model, MA-KELM model and MA-LSTM model respectively. From 

comparative analysis shows that the BPNN model is the better forecasting effect of a single algorithm 

model, and the model ELM optimized by the mayfly algorithm shows better forecasting ability. 

Additionally, the prediction ability of LSTM model is better without optimization, compared with itself 

after optimized by mayfly algorithm. We found that the model after algorithm optimization will basically 

greatly improve its prediction ability, and the specific performance is that its prediction error will be 

reduced. 
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1. Introduction 

In academia, methods used by scholars to predict financial time series are mainly divided into 

statistics and artificial intelligence algorithms [1], which is concluded by linearity and nonlinearity 

method respectively. Traditionally, the usage of classic prediction tool of financial time series based on 

certain strict assumptions in the process of researching time series, and the parts that do not meet the 

assumptions requirement are regarded as interference factors, defined by linearity method [2]. For 

instance, autoregressive model (AR model), moving average model (MA model), autoregressive moving 

average model (ARMA model), autoregressive integrated moving average model (ARIMA model), 

which are frequently used for linear time series forecasting analysis models[3],assuming that the financial 

time series is fixed and follows a normal distribution [4,5].ARMA model consists of purely AR model 

and purely MA model, commonly depicting the linearity structure between lagged variables, which is 

one of classic method without differencing process. The differencing process is proposed by 

autoregressive integrated moving average (ARIMA) models, is a generalization of an Autoregressive 

Moving Average (ARMA) model [6], which time series is significantly nonstationary. Additionally, the 

linearity model mentioned above serves as vehicles for linear forecasting [3]. However, the forecasting 

performance of these models in financial markets is unsatisfactory effect, surmising that useful 

information in time series loss somewhat after differencing probably. 

Compared with establishing requirement of classic approaches under certain strict assumptions, a 

data-driven self-adaptive method as an attractive alternative tool to introduced by scholars for 

improvement of prediction accuracy for financial time series, that is intelligent models, providing flexible 

approach for financial time series prediction [7], such as smart algorithms or smart algorithms hybrid 

model provide better predictive performance for nonlinear data, especially for the hybrid methods that 

predictive power significantly better than single-item[2].  

From the above analysis of relevant literature, we can see that traditional time series prediction 

analysis has its limitations. For time series prediction, the academic world is mainly divided into two 

categories, that is mainly traditional econometric prediction and algorithmic forecasting models. The 

former prediction method is based on the setting of some parameters, which sometimes causes a certain 
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prediction error in the prediction of the sequence, while the latter algorithmic prediction is a popular 

prediction model in recent years. The algorithm model can preserve the data information to a certain 

extent based on its internal structural design, so that the error can be reduced when the output is predicted. 

In recent years, there is a trend that algorithm models have begun to introduce time series prediction 

research. The overall characteristics of stock financial time series are volatility, noise, and nonlinearity. 

For the prediction and analysis of this time series, it is necessary to find a suitable model for prediction 

and analysis. Thus, this research has its significance. This research based on the nonlinear and noisy 

characteristics of financial time series, we consider to make a comparative analysis of mayfly algorithm 

optimization algorithm to find a suitable model to predict financial time series, using Mean-Square Error 

(MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage 

Error (MAPE) as predictive effect evaluate indicators. In this paper, we choose mayfly algorithm (MA), 

which is proposed in 2020 and it has advantage of good optimization performance and fast convergence 

speed [33]. Therefore, it is selected to optimize the BP, ELM, KELM and LSTM models respectively. 

Therefore, a suitable algorithm model optimized by the mayfly algorithm with better prediction effect 

could be found.  

The common models of traditional research time series are autoregressive models (AR model), 

moving average model (MA model), and autoregressive moving average model (ARMA model). 

Compared with traditional models, the currently commonly used algorithm models for time series 

prediction include BP neural network, extreme learning machine, kernel extreme learning machine, 

LSTM model, etc. These models have advantages in processing time series with nonlinear characteristics 

when analyzing time series, especially in forecasting. For example, in time forecasting, algorithmic 

models can improve their forecasting accuracy. But a single algorithm model has certain drawbacks. For 

example, the training of the BP neural network model is time-consuming, which will affect the efficiency 

of the compensation implemented. The parameters of a single LSTM model have many uncertainties, 

such as the number of hidden layers, the number of neurons in the hidden layer, the learning rate, and the 

number of iterations. Compared with the first two single algorithm models, the ELM model has the 

advantages of automatic parameter setting, efficient learning speed, and good generalization performance. 

Pre- and post-optimization comparisons with other common algorithm models. 

This paper will present the newer mayfly algorithm (MA) and back propagation (BP), extreme 

learning machine (ELM), kernel extreme learning machine (KELM)and long-short term memory (LSTM) 

model are combined into MA-BPNN model, MA-KELM model, MA-KELM model and MA-LSTM 

model respectively For financial time series financial forecasting, in order to verify the predictive ability 

of the stock index improved by the modulo optimized by the mayfly algorithm, this paper presents the 

BPNN, ELM, KELM and LSTM models as benchmark models for comparative research. 

2. Methodology 

2.1. Mayfly algorithm (MA) 

The mayfly algorithm was proposed by Zervoudakis and Tsafarakis in 2020. The principle of the 

algorithm is based on the flight behaviour and mating behaviour of mayflies. The algorithm has 

advantage of good optimization performance and fast convergence speed. Since the principle of the 

algorithm originates from the mating behaviour of mayflies, it is designed according to the behavioural 

characteristics of mayflies. 

2.2. Back propagation (BP) 

The BP arithmetic, which was put forward by several researchers [28], primarily comprises 2 

components, that is, the forward signal transmission and the reversed error dissemination respectively. It 

primarily comprises 3 components: input tier, multiple hidden tiers, and output tier. It's a monitored 

training arithmetic with potent self-adaptation, self-training, non-linearity mapping abilities, and can 

better tackle the problems of insufficient data, poorer informational contents, and uncertainties. It's not 

restricted by non-linear modeling methods. 

The input signal transmits from the input tier to the output tier across every hidden tier, and the real 

responsive result is acquired at the output tier during forward dissemination. 

𝐼𝑗 = ∑ 𝑤𝑖𝑗𝑖 𝑂𝑖+𝜃𝑗 
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In which wij denotes the connection weight with the previous tier neuron i and unit j; Oi denotes 

the output of unit i, and θj denotes the bias of unit j, which is utilized as a liminal value to alter the unity 

activity. 

The connection weights and liminal values of every neuron are persistently modified from the output 

tier across every hidden tier as per the approach of error gradient descent, and repeated the iterative 

process till the error of the neural networks output is decreased to a satisfactory degree or proceed to a 

preset number of training times during back dissemination. 

For the learning tuple（xk，yk）, we assume that the output of neural networks isyk̂=( ŷ1
k， ŷ2

k，…, 

 ŷl
k),then the mean squared error of the neuronetwork on（xk，yk）is: 

𝐸𝑘=
1

2
∑ ( 𝑦̂1

𝑘 −  𝑦𝑗
𝑘)2𝑙

𝑗=1  
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In which  ŷ1
k  denotes the learning group value fitting the model,  yj

k  denotes the testing group 

observation result. 

2.3. Kernel-based extreme learning machine (KELM) 

ELM is featured by its rapid training and potent generalization abilities [29], which is an easy training 

approach of single hidden layer feedforward networks (SLFNs) [30]. Such arithmetic runs under a 

learning set following 3 steps: 

Step 1: Action authors can stochastically assign input weights and biases appropriate  

Step 2: The operator computes the hidden tier and output the matrix 

Step 3: Compute the outcome of output weights 

2.4. Long-short term memory (LSTM) 

LSTM pertains to one kind of Recurrent Neural Network (RNN) [31]. Such neuronetwork has a 

certain memory capability, particularly such capability is displayed in long-term and short-term memory. 

Such modeling method is often utilized in time-series analyses. Its applications in prediction analyses, 

financial time series analyses, etc. To be specific, because of the beneficial modeling architecture, the 

structure features of the modeling method, i.e., easy unit comprises units with input gates, output gates 

and forgetting gates. When data stream across every gate, in which desirable results are collected and 

preserved [9,32].  

3. Evaluation indicators of prediction results 

In this paper, four evaluation indicators, MSE (Mean-Square Error), RMSE (Root Mean Square Error), 

MAE (Mean Absolute Error), and MAPE (Mean Absolute Percentage Error), are selected to test the 

prediction effects of different models. The calculation formulas are: 

MAE=1/n∑ | 𝑌𝑖 −𝑛
𝑖=1 𝑌𝑖̂| 

MAPE=1/n∑ | 𝑌𝑖 −𝑛
𝑖=1 𝑌𝑖̂|/𝑌𝑖 

MSE=[1/𝑛 ∑ ( 𝑌𝑖 −𝑛
𝑖=1 𝑌𝑖̂)]2 

RMSE=√[1/𝑛 ∑ ( 𝑌𝑖 −𝑛
𝑖=1 𝑌𝑖̂)]2 

Where  𝑌𝑖 represents the observation value, 𝑌𝑖̂ represents the prediction value. 

4. Experimental results and discussions 

The empirical time series of the model in this paper is the Shanghai Composite Index, one of the 

representatives of the broader market index. The Shanghai Composite Index contains a total of 1,459 

transaction data from January 4, 2016 to December 31, 2021. The data comes from Yahoo Finance. 
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In order to verify whether the accuracy of the time series prediction results is improved after the 

mayfly algorithm optimizes the model, this paper introduces BPNN, ELM, KELM and LSTM as 

benchmarks. Therefore, Table 1 and Table 2 respectively give the prediction results of a single model 

and a single model after the mayfly algorithm. The prediction results of the optimized model are 

compared. 

Table 1: Predictive performance comparison of single model 

Model MAE MSE RMSE MAPE   

BPNN 35.6573 1823.95 42.7078 1.01%  
ELM 65.6454 6062.86 77.8644 1.84%  

KELM 39.8189 2271.66 47.6619 1.12%  
LSTM 45.1944 2952.47 54.3367 1.27%   

Table 2: Predictive performance comparison of optimization model 

Model MAE MSE RMSE MAPE   

MA-BPNN 28.0186 1179.07 34.3376 0.80%  
MA-ELM 23.8829 925.976 30.4299 0.68%  

MA-KELM 27.977 1181.75 34.3765 0.79%  
MA-LSTM 81.5884 8549.68 92.4645 2.30%   

From the analysis results of the single algorithm model of Table 1, it can be seen from Table 1 that 

the BPNN model is dominant in the prediction compared to the ELM model, the KELM model and the 

LSTM model. Specifically, you can see the prediction evaluation indicators of the BPNN model. MAE, 

MSE, RMSE, and MAPE are 35.6573, 1823.952, 42.7078, and 1.0078%, respectively. This obviously 

reflects the advantage of a single algorithm model prediction, and its error indictor result is relatively 

small compared to other models, indicating that the BPNN model prediction performance is satisfied 

among these several single algorithm models. 

We can see the prediction results of the algorithm model optimized by the mayfly algorithm given by 

Table 2. From the result given by Table 2, the MA-ELM model is dominant in the prediction compared 

to MA-BPNN, MA-KELM and MA-LSTM. From Table 2, we can see that the prediction evaluation 

indicators MAE, MSE, RMSE and MAPE of the MA-KELM model are 23.8829, 925.9763, 30.4299 and 

0.68143%, respectively. From the comparison given by the error indicators result, the ELM model 

optimized by the mayfly algorithm prediction performance is satisfied. In addition, it can be found that 

after the individual algorithm models BPNN, ELM, and KELM are optimized by the mayfly algorithm, 

the value of their prediction error index is smaller than before, which means that their prediction The 

effect is improved. However, the LSTM model is an exception. The prediction ability of the LSTM model 

without algorithm optimization is better than that after algorithm optimization. 

5. Conclusion 

From the above empirical analysis, this paper uses the newer mayfly algorithm (MA), Back 

Propagation (BP), extreme learning machine (ELM), kernel extreme learning machine KELM (Kernel-

based extreme learning machine (KELM)) and long-short term memory (LSTM) models are combined 

into MA-BPNN model, MA-KELM model, MA-KELM model and MA-LSTM model respectively for 

financial time series forecasting test and make comparative analysis. This paper draws the conclusion 

that the BPNN model is the better forecasting effect of a single algorithm model, and the model ELM 

optimized by the mayfly algorithm has better forecasting ability. In addition, the prediction ability of 

LSTM model is better before it has been optimized, compared with itself after optimized by mayfly 

algorithm. One thing is for sure that, the model after algorithm optimization will basically greatly 

improve its prediction ability, and the specific performance is that its prediction error will be reduced. 
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