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Abstract: Diabetes, a chronic metabolic disease, has long posed a significant challenge in the realm of 
global public health, seriously threatening the health of individuals worldwide. Utilizing 
epidemiological survey data on chronic noncommunicable diseases from Shenzhen, this study explored 
the relationship between lifestyle habits, dietary practices, and individual characteristics of diabetes. 
Through baseline analysis, 26 key variables, including age, gender, education, and hypertension, were 
identified. In comparing various statistical models and multiple machine learning algorithms, the 
XGBoost model was selected as the most effective diabetes prediction model due to its superior 
predictive performance. The SHAP model was subsequently employed to elucidate the XGBoost 
model's findings, revealing that age and hypertension emerged as significant positive factors, while 
social attributes and physical activity were identified as negative factors. Additionally, interactions 
between age and hypertension, as well as individual differences in dietary habits, were uncovered. The 
results of this study provide valuable insights into the prevention and control of diabetes. 
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1. Introduction 

Diabetes mellitus, a global chronic metabolic disease, severely affects multiple systems in the 
human body, particularly the nervous and vascular systems. With urbanization and lifestyle changes, 
diabetes incidence is rising worldwide. The World Health Organization (WHO)[1] reports approximately 
537 million people aged 20 to 79 have diabetes, and this number is expected to increase to 640 million 
by 2030, accounting for 11.3% of the global population. In China, diabetes prevalence has increased 
yearly; by 2021 it reached 12.8%, accounting for one-quarter of the global total. In rapidly developing 
areas like Shenzhen, where economic growth and population mobility are high, diabetes poses 
significant public health challenges. Thus, understanding its pathogenesis and identifying key risk 
factors are crucial for effective prevention strategies and an important issue in global public health. 

The research on the risk factors of diabetes has received extensive attention at home and abroad. In 
the international field, Kanko Kayo's study[2] showed that the simultaneous increase of GGT and ALT 
was significantly associated with the incidence of type 2 diabetes. Meghan O 'Hearn[3] global survey 
found that about 70% of diabetes cases are caused by poor diet. Vanderbilt University researcher 
Andrew S Perry[4] used a Cox regression model with time-dependent covariates to conclude that 
walking 10,000 steps a day is associated with a 44% reduction in diabetes risk. Naresh M Punjabi[5] et 
al. found a positive association between SDB and insulin resistance. Bajaj M[6], using smoking 
cessation interventions, found that increased nicotine in quittors reduced muscle glucose intake, 
producing insulin resistance and leading to diabetes. Research by Jeroen H P M van der Velde[7] has 
shown that exercising in the afternoon or evening is more helpful in preventing diabetes. In China: 
Lin[8], through a comparative study of different dietary habits and diabetes prevalence and analysis of 
clinical trials, found that areas with high fiber and high sugar diets had lower prevalence. Huang et al.[9] 
unconditional logistic regression was used to obtain the result that genetic factors are closely related to 
the onset of diabetes, and the 2-hour postprandial blood glucose has the most significant effect. Lin et 
al.[10]found that a fast-paced life is associated with an increased incidence of diabetes. Gong et 
al.[11]explored the independence of influencing factors through the Spearman correlation coefficient and 
univariate and multivariate logistic regression analysis. Lin et al.[12] recommended 
moderate-to-vigorous intensity exercise for more than 30 minutes, five times a week, through 
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Mendelian randomization. Zheng et al.[13] found that long-term exposure to outdoor artificial light at 
night was associated with a 28% increase in the risk of diabetes. Jin[14] used a case-control study to 
conduct an epidemiological analysis to understand the prevalence of diabetes and lifestyle, eating 
habits, and other factors. 

The application of machine learning models in the analysis of factors affecting diabetes is becoming 
more and more widespread, with both domestic and foreign scholars studying different algorithms and 
models for diabetes risk factors. Hafiz Farooq Ahmad and Hamid Mukhtar[15] used five machine 
learning models, including Logistic, SVM, decision tree, random forest, and integrated majority voting, 
to explore the association between selected features and diabetes. T.veka and C. Chistopher[16] used the 
KNN classification method to determine whether diabetes was chronic or normal. In China: Zhang et 
al.[17] used a variety of machine learning models for a comparative study and found that both Logistic 
and LightGBM had a good prediction effect on the risk of diabetes. Zou Disha and Ye Yao et al.[18] used 
classification tree and logistic methods to select 6660 people for investigation and analysis, and found 
that the interaction of age, TG, and NAFLD was an important risk factor for type 2 diabetes. 

Existing studies have identified various factors associated with the onset of diabetes, highlighting 
the potential of machine learning in analyzing diabetes risk. However, most studies focus on a single or 
a few factors, lacking systematic and comprehensive analysis, and lack of understanding of the 
interaction between factors and the joint mechanism of influence. Based on the above discussion, this 
study aims to use interpretable machine learning models to analyze the cross-sectional data of 
Shenzhen residents, construct an index system of diabetes-related factors, and deal with the complex 
nonlinear relationships in the data, so as to reveal the multi-factor impact path of diabetes more 
comprehensively and improve the prediction accuracy, and provide effective strategies and methods for 
the prevention and control of diabetes. 

2. Methods 

2.1. Research Framework 

As a special economic zone in China, Shenzhen's rapid economic development and population 
mobility have significantly changed residents' living habits and dietary structure, which in turn have 
affected the incidence of diabetes. As shown in Figure 1, the aim of this study is to explore the 
relationship between socioeconomic, lifestyle, and genetic factors and the incidence of diabetes 
mellitus in Shenzhen. Interpretable machine learning models were used to analyze the influencing 
factors of diabetes and reveal the path relationship among the factors, so as to provide a scientific basis 
and strategic suggestions for the prevention and control of diabetes in Shenzhen, and theoretical 
support for the formulation of public health policies. 

 
Figure 1: Research Framework 

2.2. Data Acquisition and Processing 

The data used in this study came from the public survey reports under the unified deployment of the 
Shenzhen Health Commission, and more than 700 staff from 10 district-level chronic disease 
prevention and treatment institutions and 100 community health service centers participated in the 
survey organized by Shenzhen Municipal Center for Chronic Disease Prevention and Control. The data 
were comprehensive and authoritative. Before the construction of the model, the questionnaire data 
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were strictly cleaned and denoised to ensure the accuracy and reliability of the results. Especially for 
the evaluation of diabetes, a complex and difficult-to-manage disease, this study not only constructed a 
comprehensive index system including dietary habits, lifestyle, and physiological indicators but also 
further refined the factors related to diabetes risk and established a detailed three-level index system 
(see Figure 2). This highlights key information such as the amount and variety of foods consumed, 
along with physical activity, alcohol, and tobacco habits. 

Although diabetes is a systemic metabolic disease, the risk can be effectively reduced through 
scientific diet and lifestyle adjustment: In terms of dietary habits, this study focused on the intake and 
types of food, referring to the views of the American Diabetes Association, emphasizing the unique 
nutritional needs of each patient, and taking plant-based food, animal-derived food, processed foods 
and condiments as important secondary indicators. In terms of lifestyle, based on epidemiological 
studies, this study found that increasing physical activity was associated with a reduced risk of diabetes 
while smoking and drinking alcohol were associated with an increased risk. In addition, individual 
characteristics are also an important basis for assessing residents' behavioral habits and disease 
screening, which further reflects the comprehensiveness and scientific rigor of the index system 
construction in this study. 

 
Figure 2: Chart of indicator system 

2.3. Statistical Analysis 

In this study, the datasets were first divided by stratified sampling, and SMOTE was only 
oversampled on the training set to avoid data overlap. Then, a wide range of models, from logistic 
regression to multiple advanced machine learning algorithms, were explored. These algorithms include 
Logistic, Gradient Descent, SVM, BP neural network, KNN, Random Forest, AdaBoost, GBDT, 
CatBoost, and XGBoost. Each of these algorithms has its own application scenarios[19-29]. Logistics are 
suitable for binary classification problems and have good interpretability, but it is difficult to deal with 
the problem[19] of data imbalance. GD uses the negative gradient direction as the optimal path, which is 
the basic method in unconstrained problems and can effectively approximate the minimum point[20]. 
SVM is good at dealing with high dimensionality and small sample learning problems and can deal 
with the interaction[21] of nonlinear features. The BP neural network can learn complex nonlinear 
mapping relationships and has a strong representation learning ability, making it suitable for large-scale 
datasets and multi-classification problems[22]. KNN is used for classification or regression based on 
nearest neighbor voting, which is suitable for non-parametric problems[23]. Random forest enhances the 
prediction accuracy and robustness of the model through the ensemble method, which can effectively 
deal with high-dimensional data and multi-classification problems and has strong robustness[24] to 
outliers and noise. AdaBoost is a high-precision classifier, which can use a variety of methods to build 
weak classifiers[25]. GBDT is an ensemble learning algorithm, which can deal with complex problems[26] 
such as high-dimension, sparse features, and nonlinear relationships. CatBoost sorts the ascending 
method against the noise of the training focus point, to avoid the deviation of gradient estimation and 
then solve the problem[27] of prediction deviation; XGBoost is for objective function optimization and 
introduces regularization technique is improved, such as in the paper the XGBoost: A Scalable Tree 
Boosting System "[28]has proven its model of low computation complexity, fast, high accuracy, etc[29]. It 
is necessary to comprehensively consider various indicators (ROC curve and AUC score) to find the 
most appropriate diabetes prediction model. 

Although multiple algorithms provide high prediction accuracy, they generally have poor 
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interpretability. Therefore, an interpretable SHAP model was introduced to analyze the positive and 
negative effects, interactions, and typical sample decision paths of each indicator of disease. The SHAP 
value is mainly used to quantify the contribution of each feature to the model prediction, and then 
calculate the different marginal contributions of this feature in all feature sequences to reveal the 
positive and negative effects and interactions of each factor on the incidence of diabetes, thus providing 
deeper insight into the prediction of diabetes. 

3. Results 

3.1. Exploratory Analysis of Data 

In this study, a sample of 221 diabetic residents and 7328 normal residents in Shenzhen were 
analyzed. The results are shown in Table 1, which presents the baseline statistics. The baseline table 
established the framework for the analysis of the relationship between the risk of diabetes and multiple 
factors (age, sex, lifestyle, and physiological indicators). Based on this framework, this study 
conducted data dimensionality reduction, excluded 14 indicators that failed the significance test, and 
retained the remaining 26 indicators, which provided strong data support for follow-up research. In the 
table, more than half (56.1%) of the affected group were women, and the mean age of patients at 
diagnosis was 61.1 (10.9) years. The average age of the healthy group was 47.6 (11.4). The mean WC, 
LDL-C, and systolic blood pressure of the disease group were 87.1 (8.8), 3.2 (0.7) and 122.7, 
respectively, which were significantly higher than those of the control group, at 80.1 (10.3), 2.9 (0.7) 
and 112.8 (13.6) respectively. The increase in these data is closely related to the prevalence of diabetes 
mellitus and the increased risk of cardiovascular disease. The proportion of illiteracy and primary 
school education in the diabetic group was higher than that in the healthy group, and the proportion of 
other education levels in the healthy group was higher than that in the diabetic group. In the 
occupational distribution, the proportion of the diabetic group in retirement was much higher than that 
of the healthy group, while the healthy group had a higher proportion in the categories of students, 
workers, and scientific and technical personnel than the diabetic group. The overall physical intensity 
of the residents was mild, but the proportion of the diabetes group was much higher than that of the 
healthy group in the work intensity of the separated and retired workers. 

Table 1: Baseline statistics 

Variable Sum(n=7549) Diabetes Statistics Pvalue SMD 0 (n=7328) 1 (n=221) 
Age, Mean±SD 47.978±11.633 47.581±11.421 61.128±10.958 t=-17.3941 <0.001 1.212 
gender, n (%)    χ2=0.0132 0.908 0.008 

1 3342 (44.271) 3245 (44.282) 97 (43.891)    
2 4207 (55.729) 4083 (55.718) 124 (56.109)    

Education, n (%)    Z=5.6293 <0.001 0.448 
1 131 (1.735) 116 (1.583) 15 (6.787)    
2 730 (9.670) 686 (9.361) 44 (19.910)    
3 2093 (27.726) 2031 (27.716) 62 (28.054)    
4 2493 (33.024) 2437 (33.256) 56 (25.339)    
5 2026 (26.838) 1983 (27.061) 43 (19.457)    
6 76 (1.007) 75 (1.023) 1 (0.452)    

Number of 
cigarettes, M (Q1, 

Q3) 

0.000(0.000, 
1.750) 

0.000(0.000, 
1.750) 

0.000(0.000, 
1.750) Z=0.0433 0.966 0.021 

Fruits, M (Q1, Q3) 
100.000(60.000, 

150.000) 
100.000(60.000, 

150.000) 
100.000(40.000, 

150.000) Z=2.2463 0.025 0.156 

Whole grains, M 
(Q1, Q3) 

6.667(1.667, 
14.296) 

6.667(1.667, 
14.296) 

10.000(1.667, 
14.296) Z=-1.6723 0.094 0.085 

Soybeans, M (Q1, 
Q3) 

60.000 (27.500, 
95.000) 

60.000 (28.333, 
95.000) 

53.333 (21.667, 
93.333) Z=1.9673 0.049 0.122 

Physical intensity 
of work, n (%)    Z=4.7833 <0.001 0.614 

0 636 (8.425) 573 (7.819) 63 (28.507)    
1 5025 (66.565) 4920 (67.140) 105 (47.511)    
2 1778 (23.553) 1735 (23.676) 43 (19.457)    
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Variable Sum(n=7549) Diabetes Statistics Pvalue SMD 0 (n=7328) 1 (n=221) 
3 110 (1.457) 100 (1.365) 10 (4.525)    

Exercise intensity, 
M (Q1, Q3) 

1.000 (0.000, 
2.000) 

1.000 (0.000, 
2.000) 

2.000 (0.000, 
2.000) Z=-4.4673 <0.001 0.313 

Exercise time, M 
(Q1, Q3) 

20.000 (0.000, 
42.000) 

15.000 (0.000, 
40.000) 

30.000 (0.000, 
60.000) Z=-3.6363 <0.001 0.208 

hypertension, n (%)    χ2=365.1802 <0.001 0.908 
1 620 (8.213) 525 (7.164) 95 (42.986)    
2 6929 (91.787) 6803 (92.836) 126 (57.014)    

BMI, Mean±SD 23.006±3.220 22.955±3.219 24.723±2.740 t=-9.3975 <0.001 0.592 
WHR, Mean±SD 0.851±0.069 0.849±0.069 0.900±0.060 t=-12.3145 <0.001 0.785 

waistline, 
Mean±SD 80.293±10.346 80.089±10.320 87.075±8.804 t=-11.5595 <0.001 0.729 

SBP, Mean±SD 113.100±13.782 112.811±13.661 122.677±14.359 t=-10.5611 <0.001 0.705 
DBP, Mean±SD 74.098±8.847 73.984±8.825 77.908±8.771 t=-6.5141 <0.001 0.447 

HDL-C, Mean±SD 1.215±0.251 1.218±0.250 1.142±0.248 t=4.4471 <0.001 0.305 
NHHR, M (Q1, 

Q3) 
2.961 (2.275, 

3.757) 
2.937 (2.264, 

3.738) 
3.591 (2.905, 

4.191) Z=-8.1323 <0.001 0.559 

LDL-C, Mean±SD 2.977±0.697 2.969±0.697 3.241±0.676 t=-5.7221 <0.001 0.397 

TG, M (Q1, Q3) 1.180 (0.830, 
1.580) 

1.170 (0.820, 
1.561) 

1.561 (1.200, 
2.070) Z=-8.6613 <0.001 0.581 

UA, Mean±SD 297.609±76.633 297.151±76.774 312.817±70.287 t=-3.2555 0.001 0.213 
Notes: 1. Independent sample t test; 2. Pearson χ2 test; 3. Mann Whitney U test; 4. Fisher exact 
probability method based on Monte Carlo estimation; 5. Independent sample t test with variance 
correction. 

3.2. Statistical Model and ML Model Results 

Statistical models and nine machine learning algorithms were used in this study. The dataset was 
divided into a training set and a validation set by 8:2 stratified sampling. SMOTE technology was 
applied in the training set to expand the minority samples and improve the recognition ability of the 
model, while the original distribution was maintained in the validation set to ensure the accuracy of the 
evaluation. The model was trained on the SMOTE-processed training set, and the same test set was 
used for validation. The results of the 10 models were compared horizontally.  

 
Figure 3: Comparison of 10 algorithms 

As shown in Figure 3, XGBoost, AdaBoost, GD, GBDT, and CatBoost are all variants of ensemble 
learning algorithms. All the models showed high AUC values on the ROC curve (XGBoost=0.86, 
AdaBoost=0.81, GD=0.81, GBDT=0.80, CatBoost=0.75). Logistic (0.81), as a statistical model with 
strong explanatory power, can output the influence of each independent variable on the outcome, but 
may not fully capture the complex nonlinear relationship in the data. The AUC values of the BP neural 
network and SVM on the ROC curve were at a moderate level (BP=0.74, SVM=0.67). The AUC values 
of the RF and KNN on the ROC curve were low (KNN=0.58, RF=0.55), which were close to the level 
of random guess (AUC=0.5). XGBoost showed the highest stability and accuracy in diabetes prediction. 
Thus, XGBoost was chosen as the diabetes prediction model, and SHAP was employed to explain and 
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analyze the factors influencing diabetes, enhancing the model's interpretability. 

3.3. SHAP Results 

Figure 4A is a summary plot of SHAP, demonstrating the ranking of importance of factors affecting 
diabetes prevalence: hypertension, age, education, and TG had larger absolute values and significantly 
affected the model. Among them, hypertension is the most important factor, and it is positively 
correlated with the risk of diabetes. Age also showed a linear positive correlation, with the risk 
increasing beyond a certain threshold. Higher education level was associated with lower risk. Higher 
intensity of physical exercise decreased the risk. In addition, men are more likely to develop the disease 
than women. 

Figure 4B selected the four characteristics of hypertension, age, education, and TG that had a 
significant influence on the model, drew the SHAP feature dependence diagram, and found that there was 
a significant interaction between age and hypertension on the incidence of diabetes. With the increase of 
BMI and TG values, SHAP values showed a trend of first increasing and then decreasing, indicating that 
these two factors had complex effects on the risk of diabetes. 

SHAP can deeply analyze the risk factors of diabetes in individuals. In one patient predicted to have 
diabetes (Figure 4C), the red factors (hypertension, age 75 years, and high TG level 2.28mmol/L) had 
more significant effects than the blue factors (female gender, normal salt intake, and high education 
level), so the patient was diagnosed as having diabetes; In contrast, among the characteristics predicted to 
be non-diabetic (Figure 4D), the blue factors (no hypertension, younger age of 47 years, and higher 
education) had a significantly greater impact than the red factors (high uric acid of 200mmol/L) and were 
therefore defined as non-diabetic. 

 
Figure 4: Interpretation of the model 

4. Discussion 

The dataset used in this study comes from the publicly available unfiltered large-scale dataset in 
Shenzhen. Statistical models and nine machine learning models were used and the results were 
compared to obtain the most appropriate XGBoost model (auc score=0.86). SHAP was used to enhance 
the model's interpretability, and the final model showed good performance in diabetes prediction. In the 
future, this model can be applied to actual clinical diagnosis and health management to provide more 
accurate and personalized intervention for diabetic patients. However, the data only came from the 
residents of Shenzhen, which has regional limitations. Only the indicators of the questionnaire were 
considered, and the possible influence of other diseases on diabetes in the results was not further 
explored. In the future, we will further explore the relationship between type 2 diabetes and diseases 
such as tumors, coronary heart disease, or some organ lesions, so as to provide a more comprehensive 
basis for the comprehensive prevention and treatment of diabetes. In the future, more physical 
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examination data from different regions should be obtained to evaluate the impact of related problems 
more comprehensively and fully. 

5. Conclusions and Recommendations 

The prevalence of diabetes and its associated risk factors often precedes the disease itself; therefore, 
prevention and reduction of these risk factors become key to diabetes control. This study focused on 
Shenzhen residents, aiming to provide scientific evidence for policy-making and intervention through 
the analysis of diabetes and its related risk factors. Studies have found that diabetic patients have 
significantly higher levels of physiological indicators such as LDL-C and systolic blood pressure than 
non-diabetic patients, and the abnormal elevation of these indicators is closely related to diabetes and 
its risk of cardiovascular diseases. SMOTE technology was used to deal with data imbalance. Based on 
the performance comparison of ten models, the XGBoost model with the highest accuracy (AUC=0.86) 
was finally selected. Based on this, SHAP analysis revealed that age, hypertension, exercise intensity, 
and education level were the main influencing factors. The interaction between age and hypertension 
increased with age, while education level showed an inverse relationship with diabetes. The effects of 
dietary habits on diabetes vary among individuals. The results showed that age and hypertension were 
the main positive factors, while social attributes and physical activity were the negative factors. The 
effect of dietary habits on diabetes varies among individuals. The present study proposes the following 
policy recommendations and interventions: (1) strengthen diabetes knowledge among residents of 
different age groups: for different age groups, especially the middle-aged and elderly, improve diabetes 
knowledge and promote healthy lifestyles through community, media, and lectures; (2) Advocating a 
healthy lifestyle and increasing exercise: it is recommended that residents reduce foods high in sugar, 
fat and salt, increase fiber intake, reduce sugar-sweetened beverages, and encourage regular physical 
exercise to reduce the risk of diabetes; (3) Improve the diabetes monitoring system: communities and 
hospitals should establish a diabetes monitoring system, regularly screen high-risk groups, pay 
attention to blood glucose, blood pressure, blood lipids, body weight, and other indicators, and 
regularly follow up diagnosed patients; (4) The individualized dietary needs of residents should be fully 
considered. Given the impact of dietary habits on the risk of diabetes, diabetic patients are 
recommended to work with dietitians or doctors to develop personalized dietary plans to control blood 
glucose. Healthy residents should also focus on a balanced diet to prevent diabetes. 
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