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Abstract: As the most direct means to diagnose cardiovascular diseases, heart sound classification is 
attracting the attention of researchers all over the world. Auscultation as a traditional method, its 
effectiveness largely depends on the physician's clinical experience. Therefore, the development of 
heart sound classification and recognition in the direction of intelligence has become the mainstream 
trend. At present, most of the researches mainly focus on the hierarchical feature extraction of signals, 
which will cause the problem of insufficient feature extraction and affect the accuracy and stability of 
heart sound signal classification. In order to extract more comprehensive features and improve the 
recognition accuracy of heart sound signals, this paper constructs a multi-feature fusion recognition 
network. Firstly, the heart sound signal is preprocessed and converted into GADF image data. Then, 
the preprocessed one-dimensional signal and corresponding GADF image are input into CNN-ViT1 
and CNN-ViT2 channels respectively for feature extraction. The combination of SimAM module and 
LeakyReLU activation function avoids the problem of "dead neurons" while enhancing the learning 
ability of nonlinear features and improving the ability to identify key features. Finally, the features 
extracted from the two channels are spliced in the channel dimension and input into the fully connected 
layer for classification recognition. The experimental results show that the recognition accuracy of this 
method is 98.81%, the sensitivity is 98.41%, the specificity is 97.86%, the accuracy is 98.84%, and the 
F1 score is 97.92%, which provides reliable technical support for the classification and recognition of 
heat sound signals. The dataset can be accessed at “https://github.com/yaseen21khan/Classification-
of-Heart-Sound-Signal-Using-Multiple-Features-/blob/master/README.md”. 

Keywords: Heart Sound Signal; Feature Fusion; Gram Angular Difference Field (GADF); 
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1. Introduction 

Heart sound (HS) signals are physiological signals that result from myocardial movement and the 
opening and closing of heart valves. They can provide useful diagnostic information about the heart 
and have a positive impact on the early diagnosis of cardiovascular diseases. Currently, doctors can 
obtain heart sound signals with the help of digital stethoscopes and then identify them through modern 
methods such as cutting-edge digital signal processing and machine learning techniques[1-4]. The heart 
sound cycle of a normal adult mainly includes the first heart sound (S1), systole (Sys), the second heart 
sound (S2), and diastole (Dia), as shown in Figure 1. 

 
Figure 1. Schematic diagram of normal heart sound signals. 

The normal contraction and relaxation of the heart are the basis of the human body's blood 
circulation. When there are abnormalities in the heart, they will be manifested in the heart sound 
signals. Currently, the prevalence and mortality rates of heart valve diseases (HDVs), including mitral 
valve prolapse (MVP), mitral regurgitation (MR), aortic stenosis (AS), mitral stenosis (MS), etc., are 
continuously increasing [5], and they have become a major threat to global human health [6-7]. 

In recent years, scholars worldwide have advanced heart sound signal recognition using deep 
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learning. Milani et al. [8] proposed an LDA/ANN classification model, but its generalization was limited 
due to LDA's inter-class difference maximization-based dimensionality reduction. Mei et al. [9] 

developed a method combining quality assessment and waveform scattering transformation, yet 
underutilized time-frequency information. Chen et al. [10] created a spectrogram-based robust deep 
learning framework, demonstrating high accuracy and robustness in classification tasks. Wang et al. [11] 
innovated the LCACNN model by fusing Mel frequency spectrum coefficients and envelope features, 
achieving 91.78% and 94.79% accuracies on PhysioNet and HS databases respectively. Zhang H et al. 
[12] proposed MDFNet with multi-dimensional feature extraction and decision fusion modules, excelling 
in binary and five-class classification. Zhang X et al. [13] combined MFCCs and bispectral features but 
neglected intrinsic time-frequency information, compromising performance on complex signals. 
Current trends indicate that integrating multi-feature fusion with deep models effectively improves 
classification accuracy, with full utilization of time-frequency information key to solving complex 
signal recognition challenges. 

Based on the above analysis, in order to further improve the recognition accuracy of heart sound 
signals, this paper constructs a multi-feature fusion network combining CNN and ViT for heart sound 
signal recognition. Firstly, the one-dimensional signal is preprocessed and then transformed into a 
GADF image. Secondly, the preprocessed one-dimensional signal and the corresponding GADF image 
are used as inputs and fed into the CNN-ViT1 and CNN-ViT2 channels of the multi-feature fusion 
network respectively for feature extraction. Among them, the SimAM module and the LeakyReLU 
activation function are added to each channel. By reallocating the weights of different features of the 
heart sound signal and enhancing the nonlinear learning ability of the model, the network's ability to 
recognize key signal features is enhanced. Finally, the features extracted from the two channels are 
concatenated according to the channel dimension and input into the fully connected layer for 
classification and recognition. At the end of this paper, through multiple comparative experiments, it is 
further verified that the method proposed in this paper has the best overall performance, which 
improves the recognition accuracy of heart sound signals. 

2. Relation Work 

2.1 Gram Angular Difference Field (GADF) 

Time series is a one-dimensional signal. In the Cartesian coordinate system, the x-axis represents 
the time sequence of sampling points, and the y-axis represents the amplitude of the sampled signal. 
The encoding process is as follows: Firstly, the time-domain signal is normalized between -1 and 1 in 
the Cartesian coordinate system.Secondly, encode the value ix  in ix  as the angular cosine φ , and 
encode the timestamp as the radius γ , achieving the conversion from the Cartesian coordinate system 
to the polar coordinate system. The calculation process is shown in formula (1). 
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Among them, ix  represents the normalized time-series, it  is the timestamp, and N  is a constant 
factor used to standardize the scale span of the polar coordinate system. 

Finally, by comparing the cosine values of the differences in polar angles between each time-series 
point, the temporal correlations within different time intervals are identified[14]. The calculation process 
is shown in formula (2) 
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After one-dimensional signals are encoded by GADF, a time-series with a length of n  is converted 
into an n n×  matrix. The value of each element represents the grayscale or color intensity of each pixel 
in the image, reflecting the dynamic patterns and trends of the time-series. The process of converting 
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one-dimensional signals into GADF image data is shown in Figure 2. 

 
Figure 2. GADF encoding process. 

By comparing the cosine values of the polar angle differences between each time series point, the 
temporal correlations within different time intervals are identified [15]. Each element value represents 
the grayscale or color intensity of each pixel point in the image, reflecting the dynamic patterns and 
trends of the time series. The brighter the color (red, orange), it indicates that the relationship between 
these points is more complex and the variation range is large; the darker the color (blue), it indicates 
that the relationship between these data points is weaker and the variation is more stable. Based on 
retaining the temporal characteristics of the signal, the GADF image improves the ability to recognize 
the nonlinear changes of the heart sound signal by extracting the interdependencies and relationships 
between the data, which cannot be achieved by traditional spectrograms. 

2.2 Vision Transformer (ViT) 

In recent years, researchers have introduced the Transformer from the field of natural language 
processing into computer vision, achieving performance superior to that of the CNN architecture. They 
named it Vision Transformer (ViT) [16], as shown in Figure 3. 

 
Figure 3. The architecture of ViT 

The Transformer Encoder mainly includes a multi-head self-attention layer (MHA) and a multi-
layer perceptron block (MLP). Moreover, layer normalization (LN) is performed before both the multi-
head self-attention layer and the multi-layer perceptron block. The MLP consists of a fully connected 
layer, a GELU activation function, and a Dropout layer, which helps the model to capture the non-
linear relationships in the data and prevents the model from overfitting due to excessive complexity. 
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2.3 SimAM 

SimAM is a lightweight and parameter-free attention mechanism for convolutional neural networks 
[17]. Without the need to learn additional parameters, it assigns 3D weights for various visual tasks, 
enhancing the ability of the detection model to extract the features of foreign objects. Its principle is 
shown in Figure 4. 

 
Figure 4. Schematic diagram of the attention mechanism 

Among them, C , H and W represent the number of channels, height, and width of the feature map, 
respectively. 

2.4 LeakyReLU 

In the recognition of heart sound signals, even a tiny negative fluctuation may contain important 
physiological information. Therefore, in order to solve the above problems, this paper introduces the 
LeakyReLU activation function. LeakyReLU (Leaky Rectified Linear Unit) is an improved version of 
the ReLU (Rectified Linear Unit) activation function [18]. It addresses the problem of "dead neurons" of 
ReLU in the negative input region by introducing a small slope, thereby enhancing the nonlinear 
learning ability of the model. The mathematical expression of LeakyReLU is: 
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3. Multi-feature Fusion Network Architecture 

In this paper, a convolutional neural network (CNN) and a Vision Transformer (ViT) are integrated 
to construct a multi-feature fusion recognition network for heart sound signals. The network 
architecture is shown in Figure 5. 
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Figure 5. Multi-feature fusion network architecture 
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Firstly, the original heart sound signal is preprocessed and then converted into a GADF image. 
Subsequently, the one-dimensional signal data is input into CNN-ViT1, and the GADF image data is 
input into CNN-ViT2. Both types of data undergo local feature extraction through convolutional layers 
and max pooling layers. On this basis, by adding the SimAM and LeakyReLU activation functions, it 
helps the model avoid the dead zone problem and capture more important features, especially those 
small fluctuations that may carry important information. Then the features are input into the ViT 
module to further mine higher-level semantic information. Through the design of this hybrid model, the 
advantages of the two different architectures are combined, helping the model better understand the 
local details in the time-series data as well as the dependencies in the long time series. Finally, the 
features extracted from the two channels are concatenated according to the channel dimension and 
input into the fully connected layer. By interspersing Dropout layers, randomly discarding a part of the 
neurons and their connections, it reduces the model's dependence on specific neurons, ensuring that the 
model can not only efficiently learn complex features but also maintain good generalization ability and 
avoid overfitting the training data. The specific parameter configurations of CNN-ViT1 and CNN-ViT2 
are shown in Table 1 and Table 2. 

Table 1 Parameter of CNN-ViT1 

Layers Parameters 
Conv1_1 kernel:3×3, 64; stride:2; padding=1 

SimAM 
LeakyReLU 

MaxPooling1_1 kernel:2×2; stride:2 
Conv1_2 kernel:3×3, 128; stride:2; padding=1 

SimAM 
LeakyReLU 

MaxPooling1_2 kernel:2×2; stride:2 
Conv1_3 kernel:3×3, 256; stride:2; padding=1 

SimAM 
LeakyReLU 

MaxPooling1_3 kernel:2×2; stride:2 

Table 2 Parameter of CNN-ViT2 

Structure Parameters 
Conv2_1 kernel:1×3, 32; stride:2; padding=1 

SimAM 
LeakyReLU 

MaxPooling2_1 kernel:1×3; stride:2 
Conv2_2 kernel:1×3, 64; stride:2; padding=1 

SimAM 
LeakyReLU 

MaxPooling2_2 kernel:1×2; stride:2 
Conv2_3 kernel:1×3, 128; stride:2; padding=1 

SimAM 
LeakyReLU 

MaxPooling2_3 kernel:1×2; stride:2 

4. Experimental results and analysis 

4.1 Data presentation and preprocessing 

The heart sound dataset used in this paper includes one normal class (N) and four abnormal classes: 
aortic stenosis (AS), mitral regurgitation (MR), mitral stenosis (MS), and mitral valve prolapse (MVP). 
There are 200 signals in each class, making a total of 1000 signals. 

According to the heart sound cycle and human physiological characteristics [19], in this paper, the 
data is segmented with a minimum data length of 2 seconds. Discrete wavelet transform [20-22] is 
adopted for denoising in this paper. The db8 wavelet basis function is selected, the number of 
decomposition layers is 10, and the threshold method is the Bayesian threshold method. Finally, since 
the heart sound frequency of a normal person is approximately 20-600 Hz, according to the Nyquist 
sampling theorem, all samples are uniformly downsampled to 2 kHz in this paper. The preprocessed 
signal data contains sufficient information, and there will be no problems such as the data file being too 
large to process. Each type of signal is shown in Figure 6. 
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Figure 6. The result of signal preprocessing 

It can be clearly seen from the figure that the preprocessing operation reduces the amount of heart 
sound signal data, and the denoising effect is obvious. It also reduces the computational complexity of 
subsequent processing, and has no significant impact on the signals within the effective frequency band. 
Subsequently, digital labels are assigned to each type of heart sound signal, and the details are shown in 
Table 3. 

Table 3. DataSet 

Species Sampling rate(kHz) Sampling points (PCS) Quantity (PCS) Label 
Normal 2 4000 200 0 

AS 2 4000 200 1 
MR 2 4000 200 2 
MS 2 4000 200 3 

MVP 2 4000 200 4 
Finally, in this paper, the dataset is divided into a training set, a validation set, and a test set in the 

ratio of 8:1:1 for the training of the network and the verification of its performance. 

4.2 Multi-feature fusion network performance verification 

The training set and the validation set are input into the multi-feature fusion network for training. 
The learning rate is set to 0.001 and is reduced to one-tenth of the original value every 2 epochs. The 
batch size is 8, the number of epochs is 5, and the optimizer is Adam. The loss function is the standard 
cross-entropy function, and the total number of iterations is 500. Moreover, the experimental results are 
evaluated by using accuracy (Acc), sensitivity (Sen), precision (Pre), specificity (Spe), and the 
comprehensive evaluation index, the F1 score, to assess the classification and recognition performance 
of the network [23-24]. The curves of the loss rate and the accuracy of the validation set in this paper are 
recorded, as shown in Figure 7(a) and Figure 7(b). 

 
(a) Loss rate change curve 

 
(b) Accuracy curve 

Figure 7.(a) Loss rate change curve;(b) Accuracy curve 
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In Figure 7(a), when the number of iterations of the validation set data reaches 400, the loss rate is 
approximately 0.02 and remains in a stable state. At this time, the accuracy in Figure (b) is 
approximately 98.81%, and the curve also tends to be stable. A confusion matrix is introduced to 
visualize the prediction results, as shown in Figure 8. The horizontal axis represents the predicted labels, 
and the vertical axis represents the true labels. 

 
Figure 8.Confusion matrix graph 

From the results, it can be seen that the model generally demonstrates excellent classification 
accuracy and class discrimination ability. The model in this paper can not only effectively distinguish 
obviously different signal types, but also has good discrimination ability for relatively similar signals. 

Finally, in order to further verify the superiority of the method proposed in this paper, the test set is 
input into another four methods, and a comparison of evaluation indicators is carried out. The results 
are shown in Table 4. 

Table 4 Classification results of different recognition methods for heart sound signals 
Method Acc(%) Sen(%) Spe(%) Pre(%) F1(%) 

SPC-3D[25] 97.49 94.09 98.34 95.90 94.74 
PANet[26] 97.89 96.34 98.85 96.96 96.70 

 Improved CNN-MFCCs[27] 96.59 95.65 97.53 97.47 96.56 
TWSVM[28] 
This paper 

94.42 
98.81 

93.65 
97.41 

94.61 
98.86 

95.80 
98.44 

94.78 
97.98 

As can be seen from the table 4, the recognition accuracy of the method in this paper is 98.81%, the 
sensitivity is 98.41%, the specificity is 97.86%, the precision is 98.84%, and the F1 score is 97.92%. It 
performs the best on the dataset. 

4.3 Comparison experiment between the number of CNN and ViT modules 

In this paper, the combination of one convolutional layer and one max-pooling layer is denoted as a 
convolutional module. In order to determine the specific number of convolutional modules and the 
number of ViT modules in the network architecture of this paper, this paper conducts 10 experiments 
on different combinations respectively using the validation dataset, and calculates and records their 
average accuracy. The results are shown in Figure 9. 

 
Fig.9 Average accuracy curve 
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Among them, n represents the number of convolutional modules, the horizontal axis represents the 
number of ViT modules, and the vertical axis represents the recognition accuracy. The four 
combinations marked in the figure are sequentially recorded as Configuration 1, 2, 3, and 4 according 
to the accuracy from high to low. It can be seen from the figure that when the number of ViT modules 
is 6 and the number of convolutional modules is 3, that is, in Configuration 1, the accuracy reaches the 
highest. 

In order to further confirm the selection of the number of modules, this paper records the average 
time spent in 5 experiments for these 4 configurations, and the results are shown in Table 5. 

Table5.Average accuracy and time 

Configuration Average accuracy (%) time(s) 
1 98.81 149.76 
2 97.05 141.80 
3 96.20 167.41 
4 93.91 135.41 

Taking both the average accuracy and the time consumption into comprehensive consideration, this 
paper selects Configuration 1, that is, the combination of 3 convolutional modules and 6 ViT modules, 
as the construction scheme for the multi-feature fusion network. 

4.4 Comparison experiments of different types of graphs 

Currently, there are various methods for recognition and classification using graphs or spectra, such 
as Mel-Frequency Cepstral Coefficients (MFCCs), MTF, and STFT. To verify the superiority of feature 
fusion between GADF images and one-dimensional signals, this study conducted feature fusion 
respectively between GADF, MFCCs, MTF, STFT and one-dimensional heart sound signals, and 
recorded the accuracy curves of the validation set. The results are shown in Figure 10. 

 
Figure 10. Accuracy curve 

As can be seen from the figure 10, when the GADF graph is fused with the one-dimensional signal, 
the model converges the fastest and achieves the highest final accuracy, converging to 98.81%. Finally, 
five evaluation metrics, namely Acc, Sen, Spe, Pre, and F1, were used to compare the performance of 
the four experimental results. The results are shown in Table 6. 

Table 6 Recognition and classification results of different types of graphs 
Method Acc(%) Sen(%) Spe(%) Pre(%) F1(%) 

Signal+MTF 92.42 93.09 92.69 92.72 93.06 
Signal+STFT 94.41 95.96 96.85 97.82 96.84 

Signal+MFCCs 96.21 95.65 97.53 97.50 96.67 
Signal+GADF 98.81 97.41 98.86 98.84 98.02 

As can be seen from the table 6, GADF performs best when used as the input of the graph, with a 
final recognition accuracy of 98.81%, a sensitivity of 97.41%, a specificity of 98.86%, a precision of 
98.84%, and an F1 score of 98.02%. GADF encodes the temporal sequence and amplitude changes of 
one-dimensional signals through the method of angular difference. This encoding method can capture 
the dynamic characteristics of both time and amplitude simultaneously, and more effectively reveal the 
nonlinear relationships existing within the signals. 
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5. Conclusion 

In this paper, GADF images and one-dimensional signals are used as inputs, and a multi-feature 
fusion network for heart sound signals is constructed by integrating a Convolutional Neural Network 
(CNN) and a Vision Transformer (ViT). First, the one-dimensional signals and GADF image data are 
respectively input into the CNN-ViT1 and CNN-ViT2 channels for feature extraction. By combining 
the SimAM module and the LeakyReLU activation function, the network avoids the problem of "dead 
neurons" and, at the same time, enhances the model's non-linear learning ability and improves the 
network's recognition ability for key signal features. Then, the features extracted from the two channels 
are concatenated and fused in the channel dimension, enabling the model to obtain more 
comprehensive signal features and improving the recognition accuracy of heart sound signals. To verify 
the performance of the model, a 5-classification dataset is used in this paper. Through multiple 
comparative experiments, it is verified that the method proposed in this paper has the best overall 
performance. The experimental results show that the recognition accuracy of the method proposed in 
this paper is 98.81%, the sensitivity is 98.41%, the specificity is 97.86%, the precision is 98.84%, and 
the F1-score is 97.92%, demonstrating the superiority of the method. 
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