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Abstract: Because the LSTM neural network model and GRU neural network model have better 
advantages in forecasting compared with other neural network models, this paper uses the LSTM model 
and GRU model to build eight different ensemble neural network models to predict stock prices. The 
errors of the prediction results will be analyzed by using mean square error (MSE), root mean square 
error (RMSE), and mean absolute error (MAE) as the error measurement standards. A comparison will 
be made to determine the ensemble model with the smallest error and the highest precision. 
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1. Introduction 

The stock market is vital to the economy, helping to allocate resources, guiding investment, and 
reflecting the state of the economy. With the globalization and informationization of the global economy, 
its volatility and complexity are also increasing, placing higher demands on investors and policy makers. 
As an economic indicator, the stock market trend directly affects the market value of listed companies 
and the wealth of investors, and indirectly affects the stability and growth of the economy.  

Therefore, it is very important to overcome the difficulties of complex market factors and nonlinearity 
and uncertainty, so as to build a neural network model that can accurately predict stock prices. This article 
explores deep learning prediction methods, using LSTM and GRU models to create an integrated and 
more reliable model for stock price prediction. 

2. Related Work 

In article [1], Guś and J. Możaryn have compared Hybrid Deep Learning Neural Network Controller 
(HDLNNC) and the Adaptive Model Predictive Control with Nonlinear Prediction and Linearization 
along the Predicted Trajectory (AMPC-NPLPT), finding AMPC-NPLPT more accurate. 

In article [2], Yani Hou have proposed the Bi-LSTM method, based on the LSTM framework, for 
bidirectional analysis of temporal data to predict stock prices. Besides, it also uses the Adam algorithm 
for network parameter optimization and improving predictive accuracy. 

In article [3], Chaobin Huang and Ximing Cheng have found LSTM outperforms BP, CNN, RNN, 
and GRU in predicting stock prices. They also found that it had advantages in dealing with long-term 
dependencies. 

In article [4], Zhen Liu have developed a stock price prediction model by using LSTM and batch 
processing, which iterates over data fully during training to enhance accuracy. 

In article [5], Ruixue Zhang and Yongtao Hao have introduced an encoder-decoder framework 
blending LSTM, BiLSTM, and an attention mechanism to address long-term dependencies, 
nonlinearities in time series and mitigating gradient issues. This method has a good effect on stock price 
prediction. 
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In article [6], Di Zhang analyzed various models like KNN, SVM, CNN, and CNN-LSTM by using 
CITIC Securities' daily data. After analyzing the error, the CNN-LSTM is found to be the most accurate 
for stock price predictions. 

In article [7], Wenquan Cui and Qingfang Wang introduced a dual encoder-decoder approach with a 
scoring formula for information extraction and inference. This method integrated multidimensional stock 
data and market sentiment, improving forecast accuracy and performance. 

In article [8],Shimin Huang uses R language software to establish ARIMA model to analyze and 
forecast the stock price of China Merchants Bank from January 4, 2021 to June 30, 2022, and the result 
shows that this model is effective in predicting the short-term change of stock price. 

In article [9], Jinlei Han and Pingping Xiong developed a method combining sentiment analysis, 
feature extraction, and LSTM for stock prediction. They improved accuracy by using SnowNLP for 
sentiment, AdaBoost for features, and LSTM for forecasting, plus GM(1,1) for residual correction. 

In article [10], Xiaojie Li and Huan Xia used sklearn’s linear regression to predict stock prices, 
demonstrating the benefits of quantitative trading. While it is accurate, complex factors can reduce its 
precision. So, it requires further research for reliability. 

In article [11], Meng Li presentd an LSTM-Wavelet model. It processed each layer of wavelet 
coefficients and effectively captured data nonlinearity to minimize the impact of noise on predictions. 

3. The methodology employed in this article 

3.1. The network models in this article—LSTM model and GRU model 

3.1.1. The LSTM (Long Short-Term Memory) model 

Long Short-Term Memory (LSTM) is a special type of recurrent neural network (RNN) designed to 
handle long-term dependencies. It consists of four interconnected layers forming a chain-like structure. 
The core of LSTM lies in its cell state, functioning like a conveyor belt ensuring consistent information 
flow through linear operations.  Its unique gates, such as Forget, Input, and Output Gates, allow 
selective passage of information, enabling effective information management. 

3.1.2. The Gated Recurrent Unit (GRU) model 

The Gated Recurrent Unit (GRU) is a neural network similar to LSTM, designed for handling long-
term dependencies in sequential data with fewer parameters, reducing computational costs. GRU utilizes 
gating mechanisms, including reset and update gates, to control information flow between time steps, 
addressing the gradient vanishing problem in traditional RNNs. 

3.2. The approach/methodology of this paper 

This study explores a novel recurrent neural network architecture that integrates two popular models, 
namely Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU). This article  examines 
eight different combinations of these neural networks, including single-layer LSTM model (LSTM), 
single-layer GRU model (GRU), double-layer LSTM model (D-LSTM), double-layer GRU model (D-
GRU), single-layer LSTM with double-layer GRU model (LSTM-D-GRU), double-layer LSTM with 
single-layer GRU model (D-LSTM-GRU), double-layer LSTM with double-layer GRU model (D-
LSTM-D-GRU), and single-layer LSTM with single-layer GRU model (LSTM-GRU). The eight 
ensemble models are evaluated on the test set, and their predictions are compared to select the optimal 
model.  

Here are the diagrams of various ensemble neural network models (Figure 1-8): 
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Figure 1: The schematic diagram of a single-layer LSTM model 

 
Figure 2: The schematic diagram of a single-layer GRU model 

 
Figure 3: The schematic diagram of a double-layer LSTM model (D-LSTM) 

 
Figure 4: The schematic diagram of a double-layer GRU model (D-GRU 
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Figure 5: The schematic diagram of a single-layer LSTM with double-layer GRU model (LSTM-D-

GRU) 

 
Figure 6: The schematic diagram of a double-layer LSTM with single-layer GRU model (D-LSTM-

GRU) 

 
Figure 7: The schematic diagram of a double-layer LSTM with double-layer GRU model (D-LSTM-D-

GRU) 
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Figure 8: The schematic diagram of a single-layer LSTM with single-layer GRU model (LSTM-GRU) 

4. Experiment 

4.1. Experimental Data  

4.1.1. Data processing 

The dataset used in this study is related to Inner Mongolia First Machine (formerly known as Northern 
Entrepreneurship), which contains 14 columns of data set variables. Since some of the data are not useful, 
this paper will conduct data screening to remove the useless part and retain the useful part. 

4.1.2. The processed data 

After data processing, there are 12 data remaining, including: closing price (close), opening price 
(open), highest price (high), lowest price (low), latest trading price (last), change amount (change 
amount), change percentage (change percent), turnover rate (turnover rate), total trade quantity (total 
trade quantity), turnover (turnover), total volume (total volume), circulation market value (circulation 
market value). The dataset contains a total of 3701 entries from May 18, 2004, to June 3, 2020 (excluding 
204 days of suspension in between). The data format is shown in Figure 9. 

 
Figure 9: Example of Data Format 

4.2. Experimental Content and Results 

In this study, various neural network models were trained using a training dataset, and then these 
models were tested for performance on a testing dataset. The predicted results of each model on the 
testing dataset are as follows (Figure 10-25): 

4.2.1. Scheme 1: Prediction Results of Single-layer LSTM Model 

 
Figure 10: Training Loss and Validation Figure Loss Plot 
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Figure 11: Prediction Plot of Predicted Values and True Values 

4.2.2. Scheme 2: Prediction Results of Single-layer GRU Model 

 
Figure 12: Training Loss and Validation Loss Plot 

 
Figure 13: Prediction Plot of Predicted Values and True Values 

4.2.3. Scheme 3: Prediction Results of Double-layer LSTM Model (D-LSTM) 

 
Figure 14: Training Loss and Validation Loss Plot 
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Figure 15: Prediction Plot of Predicted Values and True Values 

4.2.4. Scheme 4: Prediction Results of Double-layer GRU Model (D-GRU) 

 
Figure 16: Training Loss and Validation Loss Plot 

 
Figure 17: Prediction Plot of Predicted Values and True Values 

4.2.5. Scheme 5: Prediction Results of Single-layer LSTM - Double-layer GRU Model (LSTM-D-GRU) 

 
Figure 18: Training Loss and Validation Loss Plot 
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Figure 19: Prediction Plot of Predicted Values and True Values 

4.2.6. Scheme 6: Prediction Results of Double-layer LSTM - Single-layer GRU Model (D-LSTM-GRU) 

 
Figure 20: Training Loss and Validation Loss Plot 

 
Figure 21: Prediction Plot of Predicted Values and True Values 

4.2.7. Scheme 7: Prediction Results of Double-layer LSTM - Double-layer GRU Model (D-LSTM-D-
GRU) 

 
Figure 22: Training Loss and Validation Loss Plot 



Academic Journal of Computing & Information Science 
ISSN 2616-5775 Vol. 7, Issue 4: 80-89, DOI: 10.25236/AJCIS.2024.070411 

Published by Francis Academic Press, UK 
-88- 

 
Figure 23: Prediction Plot of Predicted Values and True Values 

4.2.8. Scheme 8: Prediction Results of GRU-LSTM Model 

 
Figure 24: Training Loss and Validation Loss Plot 

 
Figure 25: Prediction Plot of Predicted Values and True Values 

4.3. Error analysis 

Below is the error analysis for the eight different schemes (Table 1):  

Table 1: Summary of Error Analysis 

model structure MSE RMSE MAE 
LSTM 0.061469 0.247930 0.187994 
GRU 0.048553 0.220347 0.158238 

D-LSTM 0.045855 0.214139 0.158179 
D-GRU 0.046794 0.216320 0.157026 

LSTM-D-GRU 0.049578 0.222662 0.160625 
D-LSTM-GRU 0.085074 0.291674 0.229323 

D-LSTM-D-GRU 0.078444 0.280078 0.226964 
LSTM-GRU 0.044019 0.209806 0.152030 
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This article compares the eight model combinations primarily using RMSE as the main metric, 
revealing that the LSTM-GRU neural network model has the smallest prediction error and highest 
accuracy in forecasting stock price changes. 

Compared to the original models, the LSTM-GRU ensemble model has shown significant 
improvements in accuracy and stability. It is believed to be of great assistance to financial investors. 

5. Conclusion  

In this study, we used long short-term memory network (LSTM) and gated cycle unit (GRU) models 
to construct eight different configurations of prediction model combinations to perform experimental 
prediction. By comparing the prediction results with the actual data, the prediction errors are analyzed in 
detail and the related performance indexes are calculated. Further, this study compares the performance 
of eight models on key performance indicators such as mean square error (MSE), root mean square error 
(RMSE), and mean absolute error (MAE), and the results show that LSTM-GRU integrated neural 
network model has the best performance in stock price prediction. The experimental results show that 
the LSTM-GRU integrated model not only has significant advantages in improving the accuracy of stock 
price prediction, but also do well in improving the prediction performance. This finding provides an 
effective supplement to the existing prediction methods and provides an important reference for the 
follow-up research. 

This article recognizes that the factors affecting stock price are extremely complex, including but not 
limited to 12 variables such as circulating “Open”, “Last”,“Turnover”, “Total Volume”, “Circulation” 
and so on. However, the current study does not take into account market sentiment, external political 
factors and other possible influencing factors. Therefore, future research should consider introducing a 
wider range of data sources, such as news reports, international trade data, etc., in order to use 
unsupervised learning methods to analyze and extract these data, so as to optimize the model to adapt to 
the new market environment and maximize the potential of LSTM-GRU integrated model in stock price 
prediction. 
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